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1. Executive Summary

This report details the efforts of the telecommunications industry to prepare for one
of the grestest challengesit has ever faced — the rollover to the Year 2000. The
unprecedented levels of networking, cooperation, teemwork, and information
sharing unleashed through the Network Religbility and Interoperability Coundil
(NRIC) dong with the leadership and involvement of the FCC enabled our industry
to experience asmooth and seamless trangtion into the 21% century.

The contents of this report provide some background on the challenges posed by the
Y 2K event and describe the role played by NRIC in successfully meseting these
chalenges. Toward that end, the report contains the assessments of the various
NRIC 1V Focus Groups regarding our industry’ s readiness for this unique event and
highlights the actud trangtion into Year 2000. Findly, the report captures the key
lessonslearned from the Y 2K experience that can be carried forward and leveraged
in future chalenging opportunities.

2. Year 2000 Challenge

The Y ear 2000 problem resulted from a convention initialy used by computer
programmers sarting back in the 1960s to store detes in software using only two
digitsfor the year, thus reducing the need for scarce and expensve computer
memory. Therefore, 1972 was represented inthe code as“72”. Asaresult,
computers, oftware, and microchips usng atwo-digit year, unless otherwise
corrected, may have interpreted “00” asthe year 1900 rather than the year 2000.
The misnterpretation of a date as 1900 ingtead of 2000 could have caused
computers and digital systems to perform incorrectly or stop working atogether.

While programmers were cognizant of the fact that this memory-saving convention
would not work pogt-1999, they erroneoudy assumed thet that the software being
written would become obsolete and be replaced well before the turn of the century.
In many cases, this turned out to Smply not be the case.

Furthermore, there was some concern about how computers would behave on Legp
Day inthe Year 2000. This sdemmed from the fact that most years divisble by 100
are not legp years. However, any year divisble by 400 does have an extra day
added, making 2000 alegp year. Unless programmers accounted for thisin their
coding, programs may have produced erroneous results on Legp Day in 2000.

While the ubiquitous nature of the Y ear 2000 issue impacted dl indudtries, the
chalenge was particularly daunting in tedlecommunications.  The “network” islarge
and complex and is owned and operated by many different companies. A cal
typicdly often travels over many different parts of the network while being
completed and sometimes employs a variety of technologies (e.g. wirdine, wirdess,
satellite services). And findly, adding to the challenge was the fact thet the
telephone network is one of the mogt critica infrastructures that could have been



affected by the Y ear 2000 trangtion in that it impacts the manner in which people
around the world communicate with each other.

3. NRIC Background

The Network Reliability and Interoperability Council (NRIC) is the successor to the
Network Reliability Council (NRC) that was initially organized by the FCC in
January of 1992. The Council brings together leaders of the telecommunications
industry and telecommunications experts from academic, consumer, and other
organizations to explore and recommend measures that will enhance network
reliability and interoperability.

The charter of the first Council (NRC 1) was to analyze the causes of service
outages in various loca exchange and inter-exchange wireline telephone networks
and to develop recommendations to reduce the number and effects of outages on
consumers. The Council’s analysis and nearly 300 recommendations were provided
to the Commission and published in Network Reliability: A Report to the Nation
and can be accessed dectronicaly a www.nric.org/pubs/nricl

The second Council (NRC Il) was recharted in 1994 to address regiona /
demographic variations of network reliability, network interconnection, changing
technologies, and essential communications / telecommuting capabilities during
emergencies. NRC II’s findings were detailed in its February, 1996 report, Network
Reliability — The Path Forward and can be accessed electronicaly at
www.nric.org/pubs/nric2

Thethird Council (NRIC II1) charter was revised, and its title changed to the
present “Network Reiability and Interoperability Coundl,” by the FCC in April,
1996 to advise the Commission on the implementation of Section 256 of the
Telecommunications Act, to provide recommendations for both the FCC and the
telecommunications indugtry to assure optima rdiability and interoperability of,

and accessibility and interconnectivity to, public telecommunications networks, to
advise on how the Commission mos efficiently could conduct oversight of
coordinated telecommunications network planning, and to assess the Commisson's
rolein the development of telecommunications sandards. NRIC I11’sreport, NRIC
Network Interoperability — The Key to Competition was presented to the
Commisson in July of 1997 and can be accessad dectronicdly at
www.nric.org/pubs/nric3/reportj9.doc.

In duly of 1998, the Commisson announced the gppointment of AT& T Chairman
and CEO C. Michad Armgrong as Chairman of NRIC V. Under its amended
charter, the Council was asked to advise the FCC on the efforts of the
telecommunicationsindustry to prepare for the Y ear 2000 converson with the god
of assuring optimd reliability, interoperability, and interconnectivity of, and
accessihility to, the public tedecommunications networks.



Specificdly, the Council was asked to assess the magnitude of Y ear 2000 risks and
review efforts taken to reduce those risks, and determine what additiona steps

should be taken to further mitigate risks.  To perform the necessary andyss and
develop gppropriate recommendations, NRIC 1V formed 3 focus groups to assess
the following issues contained within its charter:

Focus Group 1 —What is the impact of the*Y ear 2000 problem” on public
telecommuni cations networks and services?

Focus Group 2 —What isthe impact of the “Y ear 2000 problem” on access
to the telecommunications networks and services (i.e. CPE perspective)?
Focus Group 3 —What is the current datus of network religbility?

In addition, a steering committee was established to set the agendas for meetings,
review the progress of the Focus Groups, resolve Focus Group and cross-group
issues, formulate policies, and oversee the adminidrative fund.

Within Focus Group 1, 3 subcommittees were formed to assess

Y 2K readiness of tdecommunications networks

Y 2K tedting performed on networks

Y 2K contingency plans for networks to further mitigate risks during the
trandtion

Focus Group 2 was comprised of 2 subcommittees addressing the following issues

Y 2K readiness and testing of CPE
Y 2K contingency planning for CPE

Smilarly, Focus Group 3 consgted of 2 subcommittees to examine the following
aress.

Industry best practices review to determine whether these practices should
be modified or supplemented
Data andyss and future congderations

See Appendix A of thisreport for alisting of companies/ organizations involved
with carrying out the charter of NRIC IV.

Following NRIC 1V, the fifth Council (NRIC V) was re-chartered to provide
recommendations to the FCC and to the tdecommunications industry thet, when
implemented, will assure optimd rdlighility and interoperability of public
telecommunications networks. NRIC V isfocusing on the following arees

Review of work relating to the Y ear 2000 trangtion
Network religbility
Wirdine network specid integrity



Interoperability
4. NRIC IV Assessment of Y2K Industry Readiness

The find assessment of NRIC 1V’ s Focus Group 1 regarding the readiness, testing
and contingency plans for the public telecommunications networks for the Y ear
2000 trandtion was delivered on October 14, 1999. At that time, it was reported
that the mgor domestic telecommunications carriers (both LECS and IXCs) were
complete with their remediation and implementation programs whereas most mid /
amdl sze LECs (gpproximatdy 98%) were targeted to be compliant by December
of 1999. On theinternationd front, the risk profile of traffic to / from the United
States continued to improve but neverthe ess posed some degree of concern
particularly from low volume traffic countries.

Interms of Y 2K testing of the networks, it was reported that no Sgnificant gapsin
interoperability testing had been identified with testing coverage spanning the
mgority of accessand IXC switch and sgnaing vendors. No Y2K anomdiesin
any completed testing program had been identified.

To support the collection of industry status information during the Y ear 2000
rollover, the NCC/NCS was established as the focal point for this effort with
participation from mgor LECS, IXCs, Industry Forums, Internationd
Tdecommunications Union (ITU) members, and government agencies.
Information collected by the NCC would be shared with the FCC and the

I nformation Coordination Center (ICC).

Based on these findings, it was fdt that the risk of failure of the domestic
telecommunications network was minima.  Likewise, the risk of internationd call
failure between North America and other regions of the world was aso perceived to
be minimd; however, potentid impacts relaed to the Y ear 2000 trangtion could
include cal setup delay due to network congestion in foreign networks, degradetion
of service quality over time due to non-compliant components in fareign networks,
and unpredictable infragtructure (e.g. energy) failuresin some foreign countries.

The entire report of NRIC 1V’s Focus Group 1 can be found under Appendix B of
this report.

NRIC 1V’s Focus Group 2, which concentrated its andysison Y 2K issues
pertaining to access to telecommunications networks and services (i.e. CPE)
reported that some telecommunications devices (e.g. Public Safety Answering
Pogtions, or PSAPs) were more likely to be impacted by the Y ear 2000 event than
others (e.g. facamile machines). In generd, it was fdt that CPE was not likdly to
experience ‘criticd’ problems provided that users prepared properly by
inventorying their equipment, contacting vendors to ascertain Y 2K gaus, testing (if
possble) and replacing if necessary.



An overview report issued by Focus Group 2, subcommittee 1 can be found under
Appendix C of thisreport. The entire set of reportsissued by this subcommittee
including Y 2K readiness/ testing evaluations of various types of CPE (eg. PBXs,
madems, cellular devices, etc.) can be accessed eectronicaly at
www.nric.org/fg/fg2/index.html .

Subcommittee 2 under Focus Group 2 evauated contingency planning isues
pertaining to CPE and issued the report found under Appendix D. In short, the
subcommittee concluded that given the diverse nature of most types of CPE (i.e.
large quantities deployed, numerous suppliers, etc.) the respongbility for
contingency planning rested solidly with the end usar / owner of the CPE. The
subcommittee dso provided a series of recommendationsto the FCC, CPE
manufacturers, CPE based service providers, and CPE end users focused toward
ensuring that the CPE end user was gppropriately prepared for typica Y 2K
Stuations that could arise.

With respect to work performed by Focus Group 3, NRIC, with input from the
Alliance for Tdecommunications Industry Solutions (ATIS) Network Reiability
Seering Committee (NRSC), reported on outage incidents across the
telecommunications network. The report stated mogt failure categories were within
control limits but that outage exceptions were found in power, digital cross connect
systems and those for which the root cause was procedurd errors. The NRIC report
pointed out thet the indudtry is addressing these exceptions through recently

published NRSC Procedurd Errors recommendations (www.atis.org) and through
“Power” best practices from NRIC's Focus Group 3's Best Practices subcommittee.

In addition, the Data Andys's and Future Cons derations subcommittee developed
guiddines and templates designed to remove ambiguities and improve the quality of
tel ecommunications outage reporting.

The reports issued by the Network Rdiahility and Data Andyss/ Future
Congderations subcommittees under Focus Group 3 can be found under
Appendices E and F of this report, respectively.

Based upon the extensive analysis of NRIC 1V, it was widely perceived that the U.S.
telecommunications industry was indeed well prepared for the Y ear 2000 event. A

press release detailing this assessment was issued on November 9, 1999 and can be

found under Appendix G of this report.

5. Highlights of the Year 2000 Transition

Despite the favorable assessments of Y 2K readiness among experts within the
telecommunications industry and other indudtries & large, the world waited
anxioudy asthe next century was ushered in from time zone to time zone around
the globe. Within the tdlecommunications indudtry, the typical scenario resulted in
higher cdl volumes and traffic spikes asthe Y ear 2000 arrived with areturn to



“normd” cal volumes within one hour. Despite these brief periods of heavy
congestion on the network during the trangtion, calls continued to complete with
very few Y 2K-related incidents experienced. Problems that were reported had
virtudly no impact on customers.

This favorable outcome was aso experienced by other industry sectorsincluding
finance, power, and trangportation aong with federd, state, and locd government
agencies. In short, no mgor problems were reported.

This same pattern held true for the Legp Y ear trandtion with only minor glitches
being reported.

Thisis not to suggest that there weren't some bumps dong theway. For example...

A Y 2K computer problem temporarily blinded severd orbiting U.S spy
satdllites for severd hours

A Y 2K -related bug affected a Federd Aviaion Adminigtration system used
to digpatch wegther information to pilots and was quickly remedied
Seven nuclear power plants around the country reported minor problems
with computer systems that did not affect plant safety in any way
Amtrak reported difficulties identifying the trains on itstracks &t its
Philadelphia Control Center — the problem was promptly fixed without
disupting travel

A security system failed at a Bureau of Alcohol, Tobacco and Firearms
office

Approximately 1,200 ATMsin Japanese Post Offices shut down dueto
computer problems

Computers at western Japanese weether stations reported heavy rainfdl
despite clear skies

Japan’ s Minigry of Posts and Telecommunications (MPT) reported a
handful of Y 2K -related problems that were quickly resolved with minimd
impect to the public

Japan aso reported computer problems with 3 nuclear power plants

A glitch affected a program in a French defense satellite

Source Vaious CNN newswirearticles

Furthermore, Y 2K bugs are dill being identified afull year after the crossover to
the 21% century. These recent incidents indicate that concern for Y 2K problems
mugt gl continue.

7-Eleven Inc. reported a Y 2K -like glitch beginning January 1, 2001 when

cash regiders a its sores identified the date as January 1, 1901 insteed of the
correct one. This problem temporarily |eft the company’s main sysems
uneble to process credit card transactions.



Source COMPUTERWORLD newswire aticle

Norway's nationd railway sysem experienced Y 2K-rdaed problemsin the
morning of December 31%, 2000 that rendered severd airport expresstrains
and high-speed long-digtance trains temporarily inoperable,

Source The Associated Press newswire article

6. NRIC V Post-Year 2000 Survey

In duly, 2000 apost-Y ear 2000 survey was sent to NRIC V' members with reminder
notices didributed in August. The cover |etter for the survey and the survey form
can be found under Appendices H and |, respectively, of this report.

The purpose of the survey was to gather datato alow for afind review of the Y2K
trangtion and determine:

What happened during the rollover?
What is being done to maintain the gains afforded by Y ear 20007
What were the key learnings of this event?

The survey results reveded that the number and duration of Y 2K -related incidents
was minima with the impact on cusomers being indgnificant in virtudly al cases.
Where Y 2K +related problems were found, they tended to impact business processes
such as billing and provisioning and not cdl processng. Also of importance was

the fact that regression testing has been routingly incorporated into current
processesto ensurethat Y 2K -compliant codeis not inedvertently broken in the
future.

7. Lessons Learned

The Y ear 2000 experience certainly provided some unique learning opportunities
that can be leveraged to more effectively ded with future chalenging programs. A
patid lig of these lessons indudes the following:

Program management... . program management. ..program managemert is
criticd in managing such a chdlenging project

NRIC was an indigpensable forum for sharing experiences and leveraging
knowledge and drategies

Centrdized coordination and control resulting in common sandards, tools,

and certifications balanced with distributed execution are keys to success

I nterdependencies within and between indudtries are far more common than
ever imagined

A non-treditional gpproach is required to achieve better than traditiond results



Egtablish principles and policies that support teamwork and mission
accomplishment

Objective scorecards / dashboards are essentia to evaluate ongoing progress
Ongoing nead exigs for continued testing and independent vdidation and
verification (IV&V) programs

Interoperability testing is invauable to demondrate end-to-end performance
Tdecommunications networks are complex, extensve in scope, and quite
robust

Externd / internd two-way communications are mandatory

Business continuity (i.e. contingency planning) is critica

Involve dl stakeholders as early in the process as possible

Ingtill asense of urgency and empower team members

Triage requirements for best results— concentrate on misson criticd issues
firg

Other benefits companies redized as aresult of Y2K include at least some of the
following:

Up-to-date and accurate inventories

Better control over IT technologies

Improved communications with partners and suppliers

Accderated retirement of old applications/ sysems and components
Upgradesto the latest rleases for IT and network platforms
Improvements in Software qudity, productivity process and practices, and
testing

Better gppreciation of the effectiveness of software toolsin maintenance and
tegting

Data security improvements

Enhanced business continuity plans

Despite the occasond glitches till being reported with Y 2K, it istough to argue
that the rollover to the 21™ century has been anything but successful. Thefact that
the Y 2K trangtion turned out to be such a* non-event” has even led some people to
wonder if Y2K precautions undertaken were excessive. So what were some of the
underlying fectors thet resulted in the Y 2K rollover being so uneventful? These
include:

Potentid Y 2K problems were indeed fixed

Some of the potentid Y 2K problems were exaggerated

Many potentidly faulty sysems were turned off for New Year’sor run
manudly

Some systems had alower load, and many systems had a higher degree of
support, than normd

Some Y 2K bugs have not become visble yet

Some problems have been de-emphasized, ignored or not reported

10



Some of the problems occurred in Third World countries that were less
dependent on computer technology and more accustomed to disruptions

Source Cutter IT Journal, July 2000
8. SUmmary

Through the impressve leadership, representation and involvement by NRIC
member groups and the FCC, the transition into the 21% century has been relatively
uneventful. The occasond Y 2K -related glitches notwithstanding, the
telecommunications networks have continued to perform to itsnormd high
andards with dmog unfailing regularity.

Despite this successful crossover into the Y ear 2000 and beyond, the focus on Y 2K

must continue. An ongoing need exigs to incorporate Y 2K work within the
framework of “business as usud” with afocus on:

“Windowing” awareness and maintenance

Regression testing to ensure that Y 2K -remediated code remains compliant
in the future

Continued monitoring and evaluation of Y 2K-related incidents

Undoubtedly, had the Y 2K chdlenge been | eft unaddressed it would have
ggnificantly disrupted everyday life in many parts of theworld. Ironicaly, because
the chdlengesinherent in Y 2K were managed so successtully, the full extent of the
threet it posed to everyday life will never be known. It isatestimony to the
individuas within NRIC, the FCC, and acagt of thousands throughout this industry
and others whose leadership, dedication, and tirdess efforts helped avert the crisis.

1
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Appendix A: NRIC |V Company / Organization Membership List

3Com Corporation

AFL-CIO

Alliance for Public Technology

Alliance for Telecommunications Industry Solutions
AlphaLyracom/PanAm Satellite

AmericaOnline, Inc.

Ameritech

Association for Local Telecommunications Services

AT&T Corp.
Bdll Atlantic

BellSouth Corporation

The Boeing Company

Cable Telecommunications Association

Cable Television Laboratories, Inc.

Cellular Telecommunications Industry Association

CISCO

Communications Workers of America
Competitive Telecommunications Association
COMSAT Corporation

Cox Communications

Frontier

GTE Corporation

Hughes Electronics Corporation

International Communications Association
Information Technology & Telecommunications
Association

Information Technology Industry Council
Lucent Technologoies

Matsushita (Panasonic)

McLeod

MCI Communications Corp.

Motorola, Inc.

National Association of Regulatory Utility
Commissions

National Association of State Utility Consumer
Advocates

National Cable Television Association
National Communications Systems

National Telecommunications and Information
Administration

Newbridge Networks

NextWave Telecom, Inc.

Nortel Networks

The Organization for the Promotion and Advancement

of Small Teleconmunications Companies

Office of Science and Technology Policies
Personal Communications Industry Association
SBC Communications, Inc.

Sprint

Telco Year 2000 Forum

Telcordia

Telecommunications Industry Association
Time Warner Cable

US West Communications
United States Telephone Association

13



Appendix B: NRIC IV Focus Group 1 Final Readout

Side 1

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

NRIC IV Focus Group 1 Readout

P. S. Sahni
Focus Group 1 Chair October 14, 1999 (Day 78)
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Side 2

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Outline

« Focus Group 1 Key Messages
P. Sahni (AT&T)

eAssessment Subcommittee Readout
Gerry Roth (GTE)

 Testing Subcommittee Readout
L. Scerbo (Telcordia)

« Contingency Planning Subcommittee Readout
Ronnee L ee Bennett (L ucent)

15



Side 3

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Key M essages
Assessment Update (1 of 2)

Domestic
* Major Carriers
—Asof end of September, major carriers (both LECS and IXCg) are

estimated to be complete with their remediation and implementation
programs

+ Mid/Small L ocal Exchange Carriers

— Most carriers appear to be compliant by the end of December.

— Different surveys (FCC, NTCA, USDA/RUS) project 98+%
completion by December

16




Side4

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Key M essages
Assessment Update (2 of 2)

I nter national
Risk profile of the International traffic (~ 32B minutes*) to/from
United States continues to improve:

* High Traffic Volume Countries (> 100 M minutes):
90% (29B minutes*) of US internationd traffic is from 53 countries.
84% of thistraffic is now in low/medium risk category, which improved
by 4% since July 14 report.

«Low Traffic Volume Countries (<100M minutes):
Theremaining 10% (3B minutes) of USinternational trafficis from 171
countries. 70% of this traffic still remains in high risk category.

* Source: Telegeography, Inc

17




Side5

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Key Messages
Testing Update

* Domestic

— Testing coverage spans the majority of Access and Inter-Exchange
switch and signaling vendors. No significant inter-operability testing
gaps identified.

— Interoperability testing by Major LECS and IXCs has been completed
or is near completion. No Y 2K date change related anomalies reported.

— Inter-operability testing between amgjor IXC and an Enhanced Service
Provider (SS7 provider for Small/Mid sized companies) isinprogress.

* International
— Testing completed to date under the auspices of ITU and ATIS includes
major International Gateway switch vendor equipment and North American
service providers. Good testing coverage and no Y 2K anomalies reported.

18




Side 6

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Key M essages
Contingency Planning

- Communications Plan
— NCC/NCS act as the focal point for data collection (both from domestic
and foreign sources) and natification, using NCC Y 2K data base.
— Participantsinclude some magjor LECs, IXCs, Industry Forums, ITU
members, and Government Agencies.
— NCC will share information with FCC and Information Coordination
Center (ICC)

19



Side 7

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Key Messages

Overall Assessment

Domedtic:
 Risk of Failure of the Domestic PSTN isminimal.

International:
« Risk of international call failure between the North Americaregion and
other world regions is minimal.
« Some of the potential impactsinclude:
— Call setup delay due to network congestion in some foreign netw orks
—Degradation of service quality over time due to non-compliant
components of some foreign networks
— Unpredictable infrastructure (Electric, Gas, Qil, etc) failures could
adversely impact Telecommunications Networks




Side 8

NRIC 1V Focus Group One

Subcommittee 1
Network Assessment Report #4

October 14th, 1999

Washington, D.C.
Gerry Roth
Vice President
GTE Technology Programs

This document and the information contained herein is intended, and for all purposes shall be deemed, a Year 2000
statement and a Year 2000 readiness disclosure as those terms are defined under United States federal law

21




Side 9

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Summary of Findings
United States Public Switched Telephone Network

Over 99+% of the Public Telecommunications Network and

Support Systems Across U.S. are expected to be complete as of
September, 1999

» Asof June 1999, morethan 96% of the U.S. PSTN and its supporting
systems werereported Year 2000 compliant.

* End of September estimatesreport 100% completion for theLarge
LECs and Inter-exchange carriers.

e Small and mid-size LECSaretrailing but 98% plan to complete before
January.




Side 10

100%

Y 2K Network Compliance Status

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

LargeLocal Exchange Carriers

100%100% 100% 999 100% 100%

09 100%100%

919%,

84%

71%.

% Switches Y2K Ready % Non-Switch Network
Components Y2K Ready

% Network & IS Applications
Y2K Ready

@ Sept.'98 (act) B Dec. ‘98 (act) @ Mar. ‘99 (act) 8 June (act) B Sept (est) 8 Dec (est)

Mission Critical Systems
10




Side 11

100%

90%

80%

NRIC IV Focus Group 1

Y 2K Network Compliance Status
Major Inter -Exchange Carriers

100% 100% 100% 100% 100%

Year 2000 Readiness of the Telephone Industry

100% 100%

90%

% Switches Y2K Ready % Non-Switch Network % Network & IS Applications

Components Y2K Ready

0 Dec. '98 (act.) @ Mar. ‘99 (act) @ June (act) B Sept (est) 8 Dec. (est)

Y2K Ready

Mission Critical Systems
1
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Side 12

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Small and Mid-Sized Carriers

Most small and mid sized carriers expect to be compliant by
the end of December.
— Companieswith atotal of possibly 2-4M access lines may be at risk.
— Of 1200 companies, fewer than 190 have not responded or indicate they
will not be compliant.
Likely that some small and mid-sized carrierswill not
completetheir Y2K renovationsin time.
— Estimated less than 1% (25 companies) of the U.S. total accesslines.
— TheFCC isdeveloping aplan to work to a solution with these canpanies.
— Other LECs can possibly offer assistance or aternative routing.

25




Side 13

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Small and Mid-Sized Carriers

FCC survey in Juneresulted in the most authoritative & optimist ic status
for 1,051 carriers.
— Represents an 87% response rate.
— Of respondents; 98% expect complete network compliance by Decerrber 1999.
« Average 92% projected by end of September.
* 54% average for June (previous view was to be 81% - 85%).
Anecdotal Information offers substantiating trends.
— NTCA reportson 395 cooper atives (80% responserate)
« 100% completion by December.
* Average 91% projected by September.
— USDA/RUS reportson 775 carriers (94% responserate)
* 98% completion by December.
* 75% average by September.
— Equipment manufactures separately indicate all known rural switchesare
scheduled or completed
« Indicates a“Back office” system issue vs network

26




Side 14

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Projected Year End Status

. 2M Access Lines (1%)
188M Access Lines may be impacted

Z
\ 2M Access Lines

(1%) at Risk

Small &
Large LEC’s Mid-Sized
100% Complete Carriers

(Not Done - does not indicate that call’s will not go through)

14
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Side 15

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

What is Potential Impact if Small/Medium Companiesare
not Compliant on 1 January 2000 (<2% accesslines)?

Call processing and completion should not be impacted.
Any impacted companieswill be geographically distributed so large pockets of
outages are not likely.

Basic telephone services (eg 911, | SP access, 800 database, directory assistance,
long distance access ) would likely continue to be available.

Potential service delaysmay occur (eg. slow dial tone) due to network congestion,
alarm response delays.

Possible secondary effectsin some back office systems may impact some features
such as:

— billing accuracy

— customer care response times

— repair response times

— new service requests
Servicedeterioration over timeif correctiveaction isnot taken.
Dynamic rerouting and timely repairs are more likely, since any outageswould be
gradual, isolated, and not smultaneous.




Side 16

International Status

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry




Side 17

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

International Assessment
Key Findings

* Total survey is 224 countries (up from 219- see note 1)
» Of thekey 53 countrieswith > 100 million minutes of traffic with theU.S.:
— 84% (up from 80%) of thetraffic (in minutes) to/ from U.S. associated from low & medium
risk countries.
— 21% of the key 53 countries moved to alower risk; 4 countries (8%) moved to a higher Risk
« Anecdotal sources provide interesting corrobor ating data®
— Uncertain Infrastructure Risks:

« India @ «China® « Several smaller African nations
« Indonesia 3) *+ Egypt « Czech Republic
« Russia «Italy @ «Israel®
« Pakistan « North Korea
« Ukraine
Notes:

(1) Normalized historic data to the 3 data sources that updatedinformation
- Change was not significant (<18% variance)
- Risk assessment of 2 data sources includes infrastructure risk
(2) U.S. State Department; U.K. Foreign Commonwealth Office; Howard Rubin “Certainty Analysis™
(3) Gateway to Gateway testing successfully completed with North America and/or intra-regional countries
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Mar 1999

Medium Risk
14,036 mMi

High Risk
9,917 mMitt 8,527 mMitj

Low Risk
5,153 mMitt

Notes

mMitt Source: Telegeography , nc.

mMitt: million of Minutes of Intercontinental
Telecommunications Traffic

Countries: 53

Medium Risk

June 1999

High Risk
5,911 mMitt

Low Risk

14,665 mMitt

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Y2K Risk to U.S. International Traffic
To and From Countries with greater than 100mMitt Tota Traffic

Sept 1999

High Risk
4,644 mMitt

Medium Risk
3,541 mMitt

Low Risk
20,918 mMitt

[Top 53 Countries.
other countries

Total Traffic

% Hign Risk
mMite T 3unes  Sep 88
29,103 20% 16% (All countries > 100mMitt)
2,816 67% 70% (Countries < 100mMitt)
31910
1
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- Low

Medium

tember 1999

NRIC IV Focus Group 1

| nter nati onaJ galus by Rwl On Year 2000 Readiness of the Telephone Industry
Perceptions of Risk -

Level of Risk

High

[ Highrisk

Regional
¢ Range of
0\ Responses
[ 4
L 4 -
Regional
Average
PS * Soore
The scores blend such that the
N N N N WA following score ranges apply:
= s s ' s ° ] = LowRisk
5% = =1 S 2 £ £ g Medium Risk
=z g < Q £ 2 & S 2 <30 = High Risk; based
; = g e = S s H g= =z on uncertainty
e 5 92 5 3 * §F 4% ¢
28 2 g« @ 2 2 €Z 2
Bs 3 2 2 s 8 2
£ 8 g K] H
5
3

D Medium Risk - Low Risk

Countries: 219
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International Statusby Region

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Comparison to Prior Report

R

Middle East gorth

Affes Sub Sahara Africa

o

M

entral & Squth

America
@ |!ndian Sub Cont.

ia Pacific

Current Status - Sept 1999

Low Risk _#_Medium Risk &

No Change

Carribean

Western Euro

e

gob

@ |North America

e

&

5 <«—— Low Risk = 4 <— Medium Risk —

Prior Slatusg- Jun 1999

High Risk 1

Countries: 219 Jun / 224 Sept
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Year 2000 Readiness of the Telephone Industry

What arelikely impactsof Y2K Internationally?

Virtually no Y2K problemswill exist inremediated network
infrastructures

Network congestion may be an issue, causing minor delays or
rerouting

Networ k management, provisioning, capacity issues may be
detected

Networ ks with non-compliant Y 2K elements may experience
problemsilocally

Unpredictable infrastructure failures, changesin consumer
behavior, or problemswith CPE or private networks could
adver sely impact telecommunications
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Backup Data

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry
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100%

NRIC IV Focus Group 1

. . P
Y2K Li fecyd e Com p| iance Stat LU G 2000 Readiess of the Telephone Industy

Large Local Exchange Carriers
(more than 92% of U.S. Access Lines)

g S a3 100%100% o005 100%100% 005 100%6100% 00, 100%100%

93%

Awareness

Renovation Validation Implementation
@ Sept.'98 (act.) B Dec. ‘98 (act.) @ Mar. 99 (act.) B June (act) B Sept (est) B Dec (est)
Mission Critical Systems
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. . ic Gr
Y2K Li fecyc| eCom p| iance Stat ugy 2000 Recies of e Tophon sty
Major Inter -Exchange Carriers
(82% of U.S. Telecom Revenue)
1000 oS5 100K 100%100% 100% g0, 100%100% gy, 100% 100% g 100%100%
919
90% 1— 86%] -
80% 4+— — —
70% 44— — —
0% | I -
50% $+— — —
40% +— — |
30% 4+— — |
20% +— F—o/ |
10% 1 S H
¥ — T
Assessment Renovation Validation Implementation
B Dec. '98 (act)) B Mar. ‘99 (act) B June (act) B Sept (est) B Dec (est)
Mission Critical Systems
24
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100%

Y 2K Network Compliance Status

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Small & Mid-Size: FCC Survey Results

99% 99%

94%

92%

91%

Network Elements Support Systems

B 15t& 2nd Qtr. '99 (act) B 3rd Qtr. 99 (est) @ 4th Qir. ‘99 (est)

June ‘99 Survey: % Remediation Complete

Aux. Systems
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Y 2K Network Compliance Status

Small & Mid-Size: USDA/RUS Survey Results

100%
100%

100% 99% 99% 99% 98%

80%

70%

74%|

59%|

559 56%

Billing
Process

June ‘99 Survey:

Business Infrastructure Inter- Other Fully
Processes Systems Connection  Processes Compliant

@ Mar'99 (act) B June (est) B Sept (est) B Dec (est)
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100%

Y 2K Network Compliance Status
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Small & Mid-Size: NTCA Survey Results

100%

100%

100%

100%

40%

30%

95%

919

94%

91%

Switching

June ‘99 Survey:

Transmission Billing

0 June (est) B Sept (est) B Dec (est)

Network Support
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Comparison of Data

Voomes  tow g o
3 T e =% e T TSETe
2 suness selet 3 210 3 /150 36 /16% 150 /68%
T Septemverss 224 52 12a% P 10115
3 [Sept'99 Optimistic 224 75 /33% 65 /29% 84 /38%

ews s olas 225 siizan 50229 124 /5%

Medium Risk

Perceived Risl

High Risk

1 11 2 31 41 51 61 71 81 91 101 111 121 131 141 151 161 171 181 191 201 211 221
#Countries

== 6/99 Original ——6/99 Select3 —a— 9/99 Select 3 ——9/99 Most Optimistic New 3 +0OId 3

Notes:

Previous reports used 6 data sources for calculating the risk for each country. For the current report, only 3 data sources hawe updated their data. The chart depicts the
original June ‘99 data in the blue shaded area. The impact of r emoving the 3 outdated sources from the June ‘99 data is shown in Red (6/99 Select 3). The updated 3
daiasources o Septmber i shown n Elack (8199 Select 3. or campatison of sk edcon he e and bk Ines can b o mpared. They ray e shows th efect
of combining the 3 updated data sources with the 3 older sources(New 3 + Old 3), e can be compared to the blue shaded aea (6/99 Original) to see risk
Teductions 4eing a M of o and now normation. The Mmagentaline (49 st Opumnsuc) plots the lowest risk evaluation given o each country using the 3 sources
that were updated for September.
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International Status by Country
Perceptions of Risk

Low

>

e Medium

Level of Risk

High

1.0 T M M -+ T T r

[ Highrisk [] Medium Risc ] Low Risk Countries: 224 (1 of 3)
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Year 2000 Readiness of the Telephone Industry

International Status by Country

Perceptions of Risk
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Countries: 224 (2 of 3)
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International Status by Country s B
Perceptions of Risk

& Low

Medium

Level of Risk
w
o

High

1.0 T T T T T T T

[ Highrisk [] Medium Risc ] Low Risk Countries: 224 (3 of 3)
31




Side 32

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

International Status by Country
Perceptions of Risk Table
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Level of Risk

International Status by Country
Perceptions of R§iS|< Impact

5.0
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5
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International Status by Country
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Perceptions of Risk Impact
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International Status by Country
Perceptions of Risk Impact

o

Low O
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Level of Risk
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Level of Risk

o

w Medium 4 Low

N High

NRIC IV Focus Group 1
Year 2000 Readiness of e Telephone Industry

Countriesof Major and Significant Interest tothe U.S.
(as determined by International Traffic Patterns, sorted by Perceived Risk)
g

g f

0

Major Interest Significant Interest
> 200M Minutes Between 200M - 100M Minutes
Tota 1997 Traffic = 29,103 mMitt Country Name (Millions of Annual Minutes)
Countries: 53
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Country Abbreviations:

AR South Afica

MEXMerico
NET-Netherlands
NIG N
NORNorway
PAK Pakistan
PERPenu
P Philppines
Poiand
Russa

SiNsingapore
SPA Span

VINVieinam
ZEANew Zealand

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

NRIC: Scatter Chart of Overall Country Readiness

(Telecom, Energy Infrastructure)

— — = — o O VEX BELTR = ———
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— — = — — = —
ow Consensiss High Consensus
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505 GRE POL ARB
CHN PHL INO ® Ecu ELs Ru
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Level of Agreement
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37




Side 38

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Howard Rubin: Scatter Chart of Overall Country Readiness

Gountry Abbreviations:

ARESauc Arabia
ARGAgennna

WaLuembourg
i

MEX Mook
NERemerands

(Telecom, Energy, Transportation, Financial Infrastructure)

Level of
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38

51




Side 39
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NRIC 1V Focus Group One
Subcommittee 2

Y 2K Interoperability Testing Report for the
October 14, 1999 NRIC Meeting
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Year 2000 Readiness of the Telephone Industry

Y 2K Interoperability Testing

Focus Group One, Subcommittee 2 Members

L. Scerbo, Telcordia ** (Chair)

R Alpagh, MBNA Hallmark Information Svcs.
3 Aucoin, Nortel (B2y) Networks

B. Blanken, CTIA

. Boehm, Markato Citizens Telephone Co.
B. Brewster, AT&T Wirdess Services.

E. Carlucd, AT&T

B.Check, NCTA

G.Chizppetta, SNET

B Creighton, USTA

S By, DSC

P. Egas, Siemens.

D. Emmot, US West

C. Fletcher, NCS

R Friedman, BellSouth

P Gaghen, Sprint

3 Gervais, Nortel Networks

. Hamilton, Tecordia

S Hastie, Stentor

D. Hodge, McLeodUSA

M. Jemes, Lucent Technologies
R Keating, lluminet

8. Kenworthy, GTE

2 Kerr, lluminet

. Kinne, Cincinnai Bel
H.Kluepfel, SAIC

S Lindsay, Nortel Networks

S MacDord, Cisco

D. McMurray, Alcatel

€ Morris, Amesitech

M. Neibert, COMSAT

G Pull, AT&T

N. Rierce, ATIS

2 Pompen, Alcatel

2. Questore, Telcordia

. Schonfeld, Newbridge Networks
A. Scott, NCTA

M. Soha, Cisco

M. Taylor, Lucent Technologies
K. Wagner, Bell Atlatic

R, Wilson, MCI Worldcom
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NRIC IV Focus Group 1

Year 2000 Readiness of the Telephone Industry

Focus Group One, Subcommittee 2
Charter

Assess Y2K Industry Testing Status & Plans
Collect and Review Data

Analyzethe Gaps

Develop Recommendations
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Methodol ogy

Sub-Groups Explored the Following Areas:

Y2K Testing Best Practices
Y2K Network Vendor Compliance I nformation
Y2K Interoperability Testing

Issue Group Discussions:

ISP Inter oper ability
Compliant / Non Compliant Network Inter oper ability

a2
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Y 2K Testing Best Practices

* Created & Digtributed Practice Questionnaire

« Initial Review of Replies Completed March 1999

» Conclusion: Industry Has Documented Processes for Testing and Réated
Functions

* Next Steps:

— Results Posted on NRIC Web Siteat - “http://www.nric.org”
- Purpose - Information Sharing
- Target - Small-Midsize Telecom Industry Partners
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Y 2K Network Vendor Compliance Information

Unit Testing Efforts of Common Vendors
— Listing of Common Products of Top Vendors
« Includes Compliant Version/Model Numbers
« Includes Vendors' URLs for Quick Update
— Conclusion: Mgjor Network Vendors Estimate Completion of Unit Testing on
Elements by 3Q99

« Posted on NRIC Web Site at - “http://www.nric.org” on 4/14/1999, Updated
6/11/1999
— Purpose - Information Sharing
— Target - Small-Midsize Telecom Industry Partners
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Y 2K Interoperability Testing
Subcommittee Milestone Dates

* Testing Survey Mailed 01/22/1999
¢ ResponsesDue 02/12/1999
¢ Raw DataAnalysis 03/18/1999
¢ Analysis&

Initial Recommendations 04/14/1999
¢ Conclusions 07/14/1999
* Subcommittee Status 10/14/1999
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Y 2K Interoperability Testing Survey Respondents

78* Companies Responded to the Survey Consisting of:
66LECSs
41XCs
5Equipment Vendors
2Industry Forum
11sP
1 WirelessProvider
10Other
* One Respondent Reported its Primary Provider Status asLEC, |, & Wireless
Additional Testing Information Was Provided by Industry Groups aswell as Many
Bilateral Test Participants

(eg. ATIS,CTIA, CTIF, Telco Forum, and NATT -1TU)
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Y 2K Interoperability Testing
Survey Respondents Reporting Test Plans

Aeria GTE

Airtouch MCI WorldCom
Ameritech McLeodUSA

AT&T Richmond Telephone Co.
Bay Springs Telephone Co. SBC Communications
Bell Atlantic SNET

BellSouth Sprint

Cincinnati Bell Stentor

Grand Telephone Co. US West

NOTE: Survey Data Was Also Derived From Test Results and Reports Submitted By Industry Groups and Bilateral Test
Participants (eg. ATIS, CTIA, CTIF, Telco Forum, and NATT-ITU)
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Y 2K Interoperability Testing Additional Data Sources

Many Industry Groups/Forums/Segments Provided Results for Their Interoperability
Test Efforts:

—  ATISPhase 11- Signaling Interoperability (Completed)

—  ATISPhase 12- FrameRelay Transport (Completed)

—  ATISPhase 13- International E-T-E Test (Completed)*

—  Telco Forum - Intra-Network (Completed)

—  CanadianTIF - Circuit Switched (Completed)

— NATT (ITU)- International Circuit Switched (Near Completion)*
—  ServiceProvidersBilateral Testing (Near Completion)*

—  ServiceProvider to Industry Segment Testing (In-Progress)*

*10/14/99 status update
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Y 2K Interoperability Testing Analysis of Raw Test Data

¢ Several “Testing Coverage” Matrices Were Developed Based on
Testing Plansand Results Reported

* Matrices Posted on NRIC Web Site- “http://www.nric.org’
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Y 2K Interoperability Testing Categories of Coverage Matrices

« Domestic Switching
« Wirelineto Wireline
¢ Wirelessto Wireline
* Wirelessto Wireless
» Domestic Signaling
* Domestic Transport
« International PTT to North American Switching

NOTE: Updated Matrices Will Be Posted on * http:/iww.nric.org”
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10asesaws: ATIS “Phase 13" International Gateway Testing

The Purpose of the Test Wasto Verify that Voice and Data CallsCrossing
International Gateways During the Selected Y2K Date Change Rollovers
Would Successfully Complete and Not Have an Adverse Impact on the
Network

The ATIS Sponsored Network Testing I nternational Gateway Test Wasthe
Last of 3 Successful I nter networking I nter oper ability Test Campagns

— Phasell Ss7 No Y 2K anomalies
— Phase12 Frame Relay Transport No Y2K anomalies
— Phase 13 International Gateway No Y2K anomalies
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1aesavs ATIS“Phase 13" International Gateway Testing

Three Domestic Telecom Providers and a Government Agency Participated in
this Interoperability Test With the Following International Carriers:

CANTYV - Venezuela

Telecom Italia
Telekom South Africa
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10149 sas ATIS “Phase 13" International Gateway Testing
ThereWereNo Y2K Date Change Related Test Anomalies
The Test Coverageis Reflected in the Testing Matrices on the NRIC Web
Site
Final Report Available on October 14, 1999 From ATIS
— www.atis.org/atisfiitc/iitchom.htm
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Y 2K Interoperability Testing
Finding #1 and Recommendation

* ISPInteroperability With Internet Backbone Networks - Gather and Analyze
Information on I nter operability Testing Plans

7/14/1999 Salus This “ gap” was identified by the NRIC Testing Subcommittee and reported to the President's Council on Y2K at the NSTAC
meetingin June. T s Council will pursue|SP the NSF and other agencies. Subcommittee 2 requ ested to

monitor results.

10/14/1999 Status: | nteroperability Testing now planned between alarge ISP and a
major | nternet Backbone provider
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Y 2K Interoperability Testing
Finding #2 and Recommendation (pege 10 2)

* Based on the Readiness Status (analysis by Subcommittee 1), the Testing Subcommittee is to Explore the
Impacts of:
“ Compliant Network to NonCompliant Network” Interoperability
7/14/1999 Status: Assumption: Based upon analysis and review of trunking, signaling, and data interface architecture and the standards
and protocols to which such interfaces are produced, all indicaions are that the trunking, signaling, and data interfaces of all vendors
between Network Providers are non-date sensitive... that is: dates and daterelated information are not relevant to the functionality of
these Network provider interfaces.
Therefore, the Testing Subcommitteebelievesthat a Y 2K ready Network Provider’sequipment will not
fail tointer -operate with a non-Y 2K ready Network Provider’sequipment due to a changein date, and
that potential Y2K impactsin thenonY2K ready network will not propagate between interfacing networks
Therefore, no interoperability testing in thisarea will be pursued.
(continued on next page...)
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Y 2K Interoperability Testing
Finding #2 and Recommendation (page2 of 2)

However, Non-Y2K Ready Networks May Experience:

« Limited Service or Blocking Caused by the Degraded Performance of
Its Own Network

* Problemsin Areas of Billing, Problems with Maintenance Tools, such as Date Comparison
Errorsin Search Resultsor Activities Not Started

«  Problemswith Operator Interfaces, such asIncorrect Display of Dateor Day of theWeek
Information Especially after February 28th, 2000

The Testing Subcommittee strongly urges all Network Providers to work with their respective vendors to

understand the potential impacts of non-Y2K ready equipment on their individual network
operations.
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Y 2K Interoperability Testing
Finding #3 and Recommendation

«  Although significant testing has occurred between major LECs, I XCs, and Wireless
Carriers, it appearsthat the small- to mid-sized telecommunications providers have not
benefited from any testing involving an Enhanced Service Provider (e.g. SS7 Provide).

7/14/1999 Satus: This“gap” wasidentified by NRIC. Discussions between an Enhanced Service
Provider (e.g. SS7 Provider) and amajor | XC are currently in progress.

10/14/1999 Satus: | nteroperability testing between an Enhanced Service Provider (e.g. SS7
Provider) and a major | XC is scheduled for October 1999.
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Y 2K Interoperability Testing
Conclusions

The Risk of Failure of the Domestic PSTN is Minimal, and it is B elieved that Additional
Testing - Beyond What is Planned - is Not Warranted.

« Interoperability Testing by LargeLocal and Major
I nter-Exchange Companies Has been Scheduled or Completed
« Testing Coverage Spansthe Majority of Access and
Inter -Exchange Switch and Signaling Vendors
« Interoperability Testing with an Enhanced Service Provider
(e.g. SS7 Providersfor Small-Midsize Companies) is Scheduled
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Y 2K Interoperability Testing
Conclusions (continued)

TheRisk of International Call Failure Between the North American Region and the Other World Regionsis
Minimal; However, Service Completion May Be Degraded in Non-Compliant Networks.

— The Testing Completed To Date Under the Auspices of the ITU Includes Mgjor International
Gateway Switch Vendor Equipment and North American Service Providers.
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Focus Group One, Subcommittee 2
Next Steps

Continueto Track Testing Statuswith NRIC Participating
Companies and Industry Groups

Meet asa Team to Analyze the Data From Test Efforts Currently
Planned or In-Progress

Share Analysis and Findings with Other Industry Groups - Both
Domestic and I nternational - by Posting on NRIC Web Site
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On-lineY 2K Sources

Refer to these Web sites for additional information:

TheNetwork Reliability and Inter operability Council (NRIC) IV
- http:/fwww.nric.org/
President’s Coundil on Year 2000 Conversion
— hitp:/fwww.y 2K gov/
Federal Communications Commission (FCC) Y ear 2000
— http://wwiw.fec.govlyear2000/
Alliance for Telecommunications Industry Solutions (ATIS)
- http:/hwww atis.org/
Telecommunications Industry Forum
~ http://www. alis.org/atisitcif/
Telco Year 2000 Forum
~ http:/fwww.telcoyear2000.0rg/
United States Telephone Association (USTA) Year 2000 Information
~ http://www.usta.orgly 2kwebpg. htmi/

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

TheWorld of Wireless Communications (WOW- Com) - Web sitefor Cellular Telecommunications I ndusiry Association ( CTIA)

~ htp:/Awww.wow -com comvtechopsly 2K/
International Telecommunication Union (ITU) Year 2000 Task Force
~ hitpifwwwituinty2k
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Subcommittee 3

Year 2000 Contingency Planning
(October 14, 1999)
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Outline

m Communications Plan

m Contingency Planning Workshop
m Contingency Planning Matrix

m Next Steps

NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry
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Plan Components

Industry Information
G <4— | Coordinating || ——
R Center

\
NCC/NCS
/ (Data Base) <4——— | |TU Members

Ameritech ATE&T

Bell Atlantic Comcast
Bell South CTIF
GTE MCI
SBC Sprint
SNET
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NCC Y2K Data Base Status

Database requirements complete (22 infor mation elements
defined)

Participants agreed upon components of company specific
and national information

Processfor defining and delivering Y2K reportsto
participantsisin place (Positive Report, Exception Report,
National Advisories, Resolution Report)

Database prototypeis complete, tested, and oper ational
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NCC Y2K National DB I nformation Process

Problem
Reporting

Problem
Aggregation|

Information
Sharing

Impact
Analysis

Problem
Resolution

Year 2000 Readiness of the Telephone Industry

Problem Reporting
An outage is reported to the database via ticket entry

Problem Aggregation
All tickets are aggregated into a repository and examined for
trends
Information Sharing
Outage information is shared among multiple parties
National Advisories and Status reports are released
Impact Analysis
Trend analysis shared with NCS members
Problem Resolution
Solutions are advised
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Contingency Planning Workshop

«Conducted: 27 April 1999 Herndon, VA
*Sponsor: NRIC & USTA

« Presented by the NRIC Contingency Subcommittee
« Target Audience:

*USTA Membership
*Approximately 50 Small & Medium Telcos Attended

«Workshop Intent: Enhance Telco Industry Awareness & Understanding
of Y2K Contingency Planning
* TopicsCovered:

*Timelines, Mgmt Structures& Operating Principles
*Business Process Driven Approach to CP Development
*Risk Assessment & Problem Scenario Analysis- Hands-on
Participation

*Operational Aspects of CP Development

*Subcommittee Prepared to Offer Additional Workshops Based on I nter est
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Contingency Plan Scenarios

m 7 Categoriesto Support Contingency Planning
— Crisis Management/Communications
— Network Carrier Elements
— Key Suppliers
— Customer Related
— International Carriers
— Power/Infrastructure
— Element Management/Operations Systems
m 38 What If Scenarios
m Potential Alternatives Indicated
— Prevention/Mitigation Category
— High/Medium/Low Cost

B Availablein NRIC Web Page
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NRIC IV Focus Group 1
Year 2000 Readiness of the Telephone Industry

Next Steps

m Work with NCC & FCC:
m |CC Linkage and Information Sharing
m USTA Investigation of Medium/Small Carrier Support
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Executive Summary

This report has been developed by a group of corporate participants under the auspices of
the Nationd Reiability and Interoperability Coundil. It isintended to provide
telecommunications services end users with information to help manage the potentia

risks associated with Year 2K.

The report conssts of a series of write-ups thet dedl with customer premise equipment
(CPE) and systems that interface to the public switched telephone network (PSTN), and

what ownerslusers of these devices/systems should know to prepare properly for Y2K.

The report congsts of work done by two subcommittees. The * Subcommittee 1’ section
dedls with “Readiness and Testing Evaduations’ for the following seven categories of
devices/systems:

PBX/Key sysems

Cdl phones

Modems

Facamilemachines

Devices for the disabled

Private data networks

Public safety answering pogtions

The* Subcommittee 2' section ded's with the subject of contingency planning.

The ‘Readiness and Testing’ reports are dl formatted to provide information under the
following section headings

1.0 Destription of Equipment Category — Indtaled Base
20 Information Sources

3.0 Summary of readiness Information

4.0 Assessment

5.0 Recommendations

These headings are explained further in the Introduction to the Subcommittee 1 report.

This Focus Group 1 report has been conducted by gathering data from a variety of
sources. Input has been gathered from consultants and industry ‘wetchers , from
manufacturer websites, and by talking with technical representatives and Y 2K managers
from device manufacturer and service firms.

Of the categories covered by the report severd arerdatively ‘low risk’ compared to
others. Facamile machines, for example, are unlikely to experience any problem more
serious than displaying an incorrect date samp should they experience any problem at dl.



Public Safety Answering Pogition Systems (PSAPS) on the other hand could suffer from
more consequentid, and potentidly serious problems. For example, dl PSAP cdls must
record date and time stamps asthey arereceived. To the extent that a PSAP systemis not
ready for Y 2K, this time-stamping function could be impacted. Perhgps the most serious
potentid of dl isif cal overflows cause a 911 cdl to be blocked dtogether, causng an
emergency to go unattended.

Somewhere between these two extremes lies the category of Private Data Networks. Such
networks are generdly regarded as ‘vulnerable’ to Y 2K problemsif the gppropriate

evauation and upgrades are not carried out.

Vendors of PBX/Key sysems have generdly prepared well for Y2K but it is ill vitd
that equipment owners conduct athorough evauation of thelr systems to ensure that any
required upgrades are identified and obtained.

Devicesfor the dissbled and modems are not likely to incur mgor problems — if the

proper evauations are conducted. Recent vintage modems (i.e. those manufactured in
past 2-3 years) that support ‘advanced’ features such as scheduling faxes are more subject
to problems than older devices that Smply send or receive data on commard.

Regardless of the device, the key to avoiding trouble is to take responsbility for

ng the vulnerability of your devices/systems, and to take action if appropriate.
Most mgor manufecturers have Y 2K websites that contain product by product matrix
listings that indicate readiness, whether testing has been done, if upgrades are required,
etc. Agendes such asthe Nationd Regulatory Utility Commisson (NARUC) and the
Nationd Ingtitute of Standards and Technology (NIST — 1-800-Y 2K -7557,

www.Y 2khelp.nist.gov) are excdlent sources of information. The Federd Government
aso maintains two other sites that may be useful: www.y2k.link.com. and

http://y2k ftsgsa.gov/openinfo/crires/index.asp .

Theindividuad gtes of product suppliers are referenced in each subsection of this report.
Jud asit isthe responghility of usersto find out aout their products vulnerability, it is
the manufacturers respongihility to make information easly available (eg. on the web).
With regard to contingency planning, the most effective contingency plan is one that
condders dl the possible consaquences of equipment not performing, and developing a
course of action to pursue in the event that a mafunction does occur.

As mentioned earlier, perhgps the most criticad example of a contingency plan isfor
ctizensto have loca emergency phone numbers available in the event that the 911
systemn does not operate.

In the case of aPBX owner, the plan might include having an arrangement aheed of time
regarding how to contact someone who will be able to provide technica support if a
problem arises. For devices like modems and fax machines, while the consequences of a
‘falure may not be very serious it is gtill worthwhile to know whet you will doif a
devicefals. For example, if your modem is a problem, the best solution may smply be



to buy anew one. Therefore, figure out which mode you would buy ahead of time. If
you plan on obtaining anew modem, ingdling it and testing wel before the end of 1999

isadvishle.

The generd conclusons that have resulted from this effort are:

Some devices are more likdly to impacted (PSAPS) than others (facsmile machines) by
the Y2K event. Ingenerd, however, we can say that our investigationsindicate that CPE
isnat likely to experience “criticd’ problemsif users prepare properly.

Asgaed in the *Recommendation’ section of each section of the report, prepartion is
thekey. Preparation consstsof severd steps:

1

2

Take athorough inventory of your communications devices and systems.

Using the inventory (i.e. manufacturer names and mode numbers) contact the
meanufacturer to obtain information about the equipment you have —from
webgtes, 800/888 numbers, etc.

Develop a plan for upgrading your communications sysems— induding a set
of contingency actions thet can be taken should something fall.

Obtain required (software or firmware) upgrades.

Test your devices/sysems wherever possible; determine from your products
manufacturersif your components have been tested

If you cannat find information about your product, take that as awarning Sgn
that the manufacturer either has not done what is needed or, a best, isleaving
things to chance.

If thereisagenerd theme that we would like the reader to get from thisreport it is. “for
CPE, Y 2K isyour responghility.”
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Side 2

NRIC IV Focus Group 2, Sub-committee 2
Contingency Planning

5.2 Y2K Planning
Given the nature of most Customer Premises Equipment (CPE)
i.e. -large quantities widely deployed
- numerous suppliers
- often purchased through multi-layer distribution channels
- configured in an infinite variety of ways
- used for a wide variety of business

the sub-committee concluded that product, configuration or business specific contingency
planning recommendations could not be adequately provided. It was concluded that in fact the
responsibility for contingency planning for access to the PSTN rests solidly with the business or
function operating the specific CPE. In other words ‘business 101’ demands that businessmen,
office mangers, home owners etc., be totally responsible for all aspects of Y2K readiness
(including contingency planning) for CPE in their business, office, house, etc.

February 9, 1999 Page 2




Side 3

NRIC IV FG2 SC2 - Contingency Planning

A brief review of some existing contingency planning guidelines/processes

e.g. - the Disaster Recovery Institute
http://www.nas.net/~ccep/dricanada/page8.html

indicated that they were more useable by larger organizations (e .g. Fortune 1000 companies)
and cumbersome for most smaller operations

e.g. - corner stores
- professional offices (medical, dental, legal)
- small charities
- home offices

It was further felt that the larger organizations were generally sufficiently skilled and staffed to
develop comprehensive Y2K programs including contingency planning.

February 9, 1999 Page 3




Side4

NRIC IV FG2 SC2 - Contingency Planning

The sub-committee viewed that smaller businesses and organizations were the ones at
greatest risk both individually to themselves and cumulatively to society and commerce. As a
result the sub-committee focused on how it could assist these end-users of CPE despite the
immense diversity that exists.

What emerged from the sub-committee’s deliberations is a series of recommendations to
the FCC
CPE manufacturers/vendors
CPE based/oriented service providers
CPE end-users

all focused toward ensuring that the CPE end -user is appropriately prepared for most Y2K
situations which might arise.

These are further classified into things to do before, during and after a Y2K event with related
emphasis on avoiding/preventing the situation, responding to any situation which occurs, and
following up with recovery action to prevent future similar occurrences.

February 9, 1999 Page 4




Side5

NRIC IV FG2 SC2 - Contingency Planning

In summary of the recommendations, which follow in detail, the message is:

1. The CPE end-user/owner is responsible to be Y2K ready

2. Everyone must share Y2K information

3. The end-users should concentrate on their own situation, particularly acess to the
PSTN. The telecom vendors and suppliers have prepared the PSTN well to deal with
Y2K and expect it to work.

February 9, 1999 Page 5
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Side 6

Recommendations - FCC
Before Event

Proactively provide Do’s and Don'ts & what the public’s expectations should be

Provide Guide Book or checklist distribution
Caution :Most of the end user target audience is not as web/pc Suggested Distribution
literate as we would like. Hard copy still needed Methods
— Public Service Broadcasts/National Y2K Number
— U.S. Postal Service
— Bill Inserts

Provide readiness assessment to general public based on the information in section 5.1
Access/Assess current National & State emergency response procedures to address Y2K
e.g. NCC plan

Establish real-time linkages to International Community & other U.S. Utility Authorities &
John Koskinen's group and Industry associations

Request review of major CPE vendor/service providers contingency plans

Suggest optional “National Floating Holiday” for 1/1/2000

Declare a moratorium (9/1/1999 through 3/31/2000) on regulatory mandates that could
impact Y2K preparation & recovery

February 9, 1999 Page 6
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Side 7

Recommendations - FCC
Before Event
«Authorize the expansion of the FCC database to monitor and collect Y2K related events &
statistics (National & International)
«Establish FCC as Y2K authoritative source on major telecom outages/resolutions (for the day of
the event)
February 9, 1999 Page 7




Side 8

Recommendations - FCC
During Event

Provide periodic updates to general public on Y2K status, good, bad, ugly thru these
processes

— “Follow the Sun” through all key dates
« Provide live database of known failures
— Maintain reattime linkages to International Community & other U. S. Utility Authorities

February 9, 1999 Page 8




Side 9

Recommendations - FCC
After Event

« Qualitative & Quantitative analysis of major Y2K issues encountered
« Develop summary report to identify

— Best practices

— Lessons learned

— Recommend changes to existing regulatory standards

February 9, 1999 Page 9




Side 10

Recommendations - Supplier
Before Event

Each supplier should:

.

.

Communicate current Y2K status of product and services

Make available Y2K solutions

Communicate availability of Y2K upgrades

Provide definition of “Y2K compliance”

Share testing strategy & results with customers

Create and exercise Y2K component of existing contingency plan
Share contingency plan as required with Customers & Supply chain
Encourage distributors to reach end-users

Share Y2K impact on none compliant legacy equipment and systems

February 9, 1999




Side 11

Recommendations - Supplier
During Event

Ensure contingency plans are staffed & operational
Provide proactive Y2K status/update to customers

February 9, 1999
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Side 12

Recommendations - Supplier
After Event

Conduct a Root/Cause analysis on Y2K outages
Summarize major Y2K outages to Industry & customer as required

February 9, 1999




Side 13

Recommendations - Service Provider
Before Event

Each service provider should:

« Communicate current Y2K status of product and services

* Make available Y2K solutions

« Communicate availability of Y2K upgrades to customers

« Provide definition of “Y2K compliance”

« Share testing strategy & results

« Create & exercise Y2K component of existing contingency plan

« Share contingency plan as required with customers & Supply chain
« Cooperate with vendors/distributors to reach end-users

« Share Y2K impact on non compliant legacy equipment & systems

« Develop customer support level & strategy for CPE

« Proactively communicate your support plan to customer base

« Develop real-time linkages to major vendors for handling Y2K contingencies

February 9, 1999




Side 14

Recommendations - Service Provider
During Event

Ensure contingency plans staffed & operational
Provide proactive Y2K status/update to customers

February 9, 1999

Page 14
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Side 15

Recommendations - Service Provider
After Event

Conduct a Root/Cause analysis
Summarize major Y2K outages to Industry and customer as required

February 9, 1999

101




Side 16

Questions for - End User
Before Event

«  WHAT WILL YOU DO IF YOUR:
— PBX, Key/Telephone, & ACD
— Cellular Phone
— Facsimile (Fax) machine
— Private Data Networks, Modems, etc.
— Devices for the Disabled
— 911 - Public Service Answering Points (PSAPS)

FAILS?
« IF YOUR WORK, PRODUCT, OR BUSINESS DEPENDS ON ANY OF THESE

ITEMS....
YOU ARE Y2K VULNERABLE!

February 9, 1999 Page 16
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Side 17

Recommendations - End User
Before Event

HAVE YOU DONE THE FOLLOWING?...

Become informed about the Y2K issue
— solicit information from websites, publications, libraries, business associations, etc
(See Appendix B)
Evaluated how the Y2K issue could affect you and your business
Inventoried all equipment and systems
Contacted vendors to validate compliance status
Prioritized not compliant equipment and systems in order of importance to your
business
Planned & Budgeted for required modifications or upgrades
Requested letters of certification from vendor
Followed your suppliers recommendations for acceptance testing
Developed a Y2K contingency plan for your business or organization (see Appendix A)
Validated that major vendors have a contingency plan and are familiar with the
relevant information e.g. emergency phone numbers

February 9, 1999 Page 17
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Side 18

Recommendations - End User
During Event

+ Once January 1st, 2000 has arrived you should check out your business systems

« Try to avoid doing this immediately after 12:00am January 1st to avoid
telecommunications congestion

« January 1stis a Saturday and also a holiday; use that time to check out your
business systems before the first working day

« Develop a similar strategy for the other Y2K dates (e.g. 9/9/1999, 1/1/2000, and
2/29/2000 )

« If failures occur invoke your business contingency plan (make sure your list of contact
numbers is handy)

February 9, 1999 Page 18
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Side 19

Recommendations - End User
After Event

.

Modify your business continuity plans to accommodate “lessons learned”.
See what other similar businesses went through, and adjust accordingly.

February 9, 1999

Page 19
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Side 20

Appendix A - Contingency Planning Basics
Recommendations- End User - Before Event

Know your business...
Who are your customers?

What are your major products and services?

To what extent does each customer, product, and service impact your business -
current and future. What are the strategic products/services? Who are the key
customers?

Who are your major suppliers? Who do you rely on to support your business and to
perform daily operations? Consider not only material suppliers but infrastructure
sources as well (e.g., power, communications, water, gas, etc.).

What are the major steps that you perform to provide your products and services?
What absolutely needs to continue in order for you to remain active as a business?
What are the business assets or components that you need (e.g., equipment, people
facilities, computer hardware and software, infrastructure, material, etc.) to provide
your products and services?

February 9, 1999 Page 20
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Side 21

Appendix A - Contingency Planning Basics
Recommendations - End User - Before Event

Know your risks (threats, vulnerabilities, exposures, and impacts)...

* What kinds of threats are most probable in causing loss to your business? (e.g.
flood, fire, Y2K computer failures)

*  Which of your business components are most vulnerable to those threats?

«  Which of your business steps are at risk?

« To what extent is your business impacted by the threats in terms of dollars, liability,
penalties, business reputation, health and safety, etc?

*  Which risks have the highest probability of occurring and have the greatest impact to
your company?

February 9, 1999 Page 21
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Side 22

Appendix A - Contingency Planning Basics
Recommendations - End User - Before Event

Analyze and implement mitigation alternatives...

List risks that you have control over, list risks that are under the control of
other (e.g vendors, suppliers) and list risks that are beyond control (‘Acts of God’).
For each of the list of risks created above, what action can be taken to
reduce, deter, minimize, transfer or eliminate the risks from occurring
(proactive - preventing the problem).

Make a list of what you could do if any of the preventive e fforts

fail (reactive - contingency).

Select those actions which are most appropriate to your business.

Develop your selected actions commensurate with your business risks
(people, time, dollars, material).

Test and maintain these contingency plans to ensure that they support your
business objectives.

February 9, 1999 Page 22
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Side 23

Appendix A - Customer Premise Equipment (CPE)
Specific Considerations and Y2K
Recommendations - End User - Before Event

Understand your telecommunications systems/equipment (CPE) and how it

supports your business.

« List the telecommunications equipment (CPE) on your premises.

« Generally how does it work in supporting your business?

*  Which of your business functions rely on CPE?

* What would be the impact to your business if your CPE failed?

* What CPE is absolutely necessary for you to maintain a reasonable level of your business
operation?

* Y2K computer failure is a threat. You need to determine if the Y2K threat applies to your
CPE. Your CPE equipment/systems need to be checked to be sure that they are Y2K
ready.

* What is the reliability / availability / recoverability history of each major piece of CPE?

+ Do you have any CPE that is no longer manufactured or supported? Do you have plans
to functionally replace them with supported products? HOLD!!!

February 9, 1999 Page 23
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Side 24

Appendix A - CPE Specific Considerations and Y2K
Recommendations - End User - Before Event

Determine who is responsible for supporting and maintaining your CPE...

FIND SUPPLIER

DETERMINE
STATUS

Consider: Risks, Get Confirmation
Impact etc. Statement
Follow
recommended
acceptance
UPGRADE testing
Workarounds/ IREPLACE
Contingency Work with
Supplier to
Replace/Upgrade
| IF THINGS STILL DO GO WRONG.......... Execute Contingency Plan
February 9, 1999 Page 24
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Side 25

Appendix A - CPE Specific Considerations and Y2K

Recommendations - End User - Before Event

List your CPE suppliers. This may be the equipment manufacturer, reseller, local
telco provider etc
Determine who will certify your equipment to be Y2K ready.
Determine if your equipment is Y2K ready.
If equipment is okay, get written confirmation. Follow recom mended acceptance
testing.
If equipment is not okay, assess the impact to your business then you can:
— Live with it
— Upgrade
— Replace (work with supplier)
What contingencies do you have in place (e.g., legal recourse, alternative
functionality, secondary vendors, degraded operational envionment, Y2K
insurance, etc.) if your critical CPE encounters severe dismuption?
Become familiar with your vendors and suppliers Year 2000 cortingency plans.

February 9, 1999 Page 25
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Side 26

Appendix B - CPE Specific Considerations and Y2K

Recommendations - End User - Before Event

Identify, collect, and be familiar with industry reference materials and assistance on
both Year 2000 issues and CPE...

Gather existing information from the internet that discusses small- and medium

-sized businesses and their responsibilities in handling the Year 2000 date

processing problem. (e.g. the Small Business Administrationweb page at:
hitp://www.sbaonline.sba.gov/

Do your vendors, suppliers and service providers have Year 2000-related

information available (pamphlets, brochures, instructions, remediation

schedules, conversion status, product alerts, user responsibilities, etc.)?

There are many books available concerning the Year 2000 and the potential

impacts to business.

Are there Year 2000 user groups organized in your area for your particular

business or industry? Many businesses share common Year 2000 issues and

solutions.

What is your local community and government doing about Year 2000

preparedness?

Are you involved with emergency operations management in your area?

February 9, 1999
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Side 27

Contingency Planning - Best Practices

The following best practices were observed though not necessarily uniformly, and upon these
the recommendations are based.

« Industry and government organizations have prepared guide books on Y2K for their
membership (i.e. the end-users of CPE)
e.g. SBA and APPA

« Manufacturers and vendors have prepared on-line (web based) lists of their
products/services and detailed the status of same.

« Manufacturers and vendors have provided analysis of legacy equipment and shared the
information with customers and, through their distribution channels, their end-users.

« Where direct contact is not possible manufacturers and vendors have used appropriate
devices/techniques to convey information about Y2K to end-users e.g. through media ads and
billing inserts

« Recognizing the need to have contingency plans staffed with key personnel, manufacturers,

vendors and service providers have made appropriate arrangements concerning vacations
(Xmas, 1999 & New Year, 2000)

February 9, 1999 Page 27
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Side 28

Contingency Planning - Best Practices (cont’d)

« Major infrastructure operators are establishing ‘follow the sunrise’ processes to provide
maximum lead time for any needed corrective action, and even to be aware of good news (i.e.
‘all is well’).

« Industry bodies, amongst themselves and also with government/r egulatory bodies, are
sharing information in an unprecedented manner, both for mutual survival and for the good of
consumers. However the level of sharing can be further improved.

« Major suppliers (manufacturers, vendors and service providers) and consortia are preparing
contingency plans.

« Typical ISO processes call for root cause analysis of problems and follow-up remediation to
prevent recurrence. Major suppliers are typically ISO certified and take this approach.

« Proactive small businesses are paying attention to the problem, learning from a wide variety
of sources (e.g. web, media, associations) and then

a) following simple but effective Y2K process (inventory, assess, remediate, ....) and
b) recognizing where they do not / may not have expertise and
c) hiring local expertise to assist (e.g. consultants, contractors, college students)

February 9, 1999 Page 28
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Executive Summary
Background
The Best Practice Team was originally convened under the auspices of the Network
Reliability Council (NRC I1) in the Fall of 1994, to dttermine the level of awareness and
implementation of Best Practices and recommendations from NRC |, and whether
companies were actually implementing them. In June 1993, the Federal Communications
Commission’s (FCC) Network Reliability Council (NRC 1) had published “Network
Reliability: A Report to the Nation.” This document contained technical papers written
by the NRC Focus Teams. The focus teams, composed of contributors from both inside
and outside the telecommunications industry, were established to conduct in-depth
studies of seven network reliability areas that were considered to be of highest priority
based on higoricd data, namdly:
Fiber Cable Sysems
Sgnding Network Sysems
Switching Systems
Digitd Cross-Connect Systems
Power Systems
E-911 Systems (Focus Group 1V)
Fire Prevention.

The NRC encouraged the industry to study and assess the applicability of
recommendations cortained in the technical papers for implementation in their
companies, with the following caveat: “ Not every recommendation wil be appropriate
for every company in every circumstance, but taken as a whole, the Council expects that
these findings and recommendations will sustain and continuously improve network
reliability.” The compendium of technica papers became known as the “Purple Book”
and the recommendations therein became known as Best Practices. Note that the original
focus teams made recommendations and identified Best Practices, adready in use by
individual companies, for consideration by the rest of the industry. The findings of the
NRC were shared with the industry at a national symposium that was held in June of
1993. There were very few cases where the identified Best Practices were actually
endorsed or recommended by the focus teams.

The NRC (NRC I1) established rew Task Groups when it was formed. The Network
Reliability Performance Committee (NRPC) was formed by the Alliance for
Telecommunications Industry Solutions (ATIS) Network Reliability Steering Committee
(NRSC) to fulfill the mission of the NRC’'s Task Group | to address network reliability
performance. The NRPC chartered the Best Practice Team (BPT) to address the
following issues assgned to it by the NRC.:

1. Recommend and implement relevant measures of the industry’s implementation of
Best Practices.

2. Determineif and to what extent industry is implementing applicable Best Practices.
3. Evaluate the effectiveness of applicable Best Practice for avoiding or mitigating

service outages.
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4. Determine the cost/vaue of gpplicable Best Practices.

5. Determineif there are additional or new Best Practices that should be added to the
current set baing utilized in indudtry today.

The end result of the work of the Best Practice team was a set of Best Practices again,

arranged into the original NRC Focus Areas, which was published in Network Reliability:
The Path Forward, which came to be known as the “Red Book”.
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Current Situation
In 1998, the Network Reliability and Interoperability Council 1V (NRIC 1V) Focus Group
3 established the current Best Practice Team to reassess implementation of these Best
Practices, determine applicability to new industry segments and entrants and identify any
new Best Practices. It was further recommended that the Best Practice Team focus its
attention on Power, Facilities, and Procedural best practices based on the outage trends
identified by the Network Reliability Steering Committee (NRSC). The Best Practice
Team also focused on Essential Services as a result of concerns expressed by the FCC,
even though the NRSC analyses have not identified any negative trend in E911 outages
this revision has incorporated all Best Practices, including those identified in NRC Il and
[11 aswell as other NRSC activities subsequent to the earlier Best Practice Team'’ sreview.

The Best Practice Team has consolidated the original NRC Focus Areas to better relate to
the current industry environment and segments and eliminate duplication and redundancy
of Best Practices in the original focus areas. The Best Practice Team also decided that it
was time to eliminate the references back to the original Purple Book, which is not

available in eectronic format. Current players in the industry may have no history with

the book. It was agreed that a complete and self contained set of best practices, without
references to an outdated book or study, should be developed for ongoing use. The Team

further agreed to reword the best practices to make them more generic and so, applicable
to new industry segments and entrants. The Team also expanded the Power Best Practices.
The original list had 27 Power Best Practices that were actually groupings of subsets of

Best Practices. The new list includes 84 Power Best Practices.

To evauate the current status of Best Practices in the industry, service providers and
suppliers were surveyed on Best Practice implementation, effectiveness and cost to
implement. As expected, the majority of the traditional service providers and suppliers
responded however, there were limited responses from the new industry players. Local
exchange carriers that responded serve approximately 95% of the nation’s access lines.
Major long distance carriers and equipment suppliers responded as well, although we
have no figures to support market share covered by the responses. Overal, the responses
indicate that there is a continuing high level of implementation of Best Practices among
these service providers and suppliers. The survey responses for each Best Practice were
compiled and reviewed which resulted in some more “fine tuning”, deletions, and
consolidation of the Best Practices.

The Team aso reviewed outage trends and actual outage reports for any Best Practice
implications. This review confirmed the applicability of the existing best practices and
did not turn up any new Best Practices. The adverse trends in Power and Procedural
outages, coupled with the survey implementation results, suggest that carriers may “have
a policy” about use of Best Practices however, the frequency of outages suggests that
Best Practices are not being conggtently applied.

The Team also reviewed the “ Procedural Outage Reduction: Addressing the Human
Part” prepared by the NRSC's Procedural Error Team and added some new Best

118



Practices to the list based on the recommendations of that report. The report aso
confirmed the importance d following many of the existing Best Practices. The work of

the NRSC Facilities Solutions Team was also reviewed and the entire set of their Best
Practices are included in the Team’s new set of Best Practices.

In August 1999, the NRSC reviewed data for the most recent study year, 7/1/98 through
6/30/99, which reflected a continuing serious problem with Power outages. The NRSC

asked the Best Practice Team to study this problem and make some recommendations.
The Team then reviewed the Power outages and the associated Best Practices for every
power outage during that period. The Best Practice Team concluded that increased
attention to Best Practices relating to Installation activities is warranted, and no new Best
Practices were identified.

The final recommendation of the Best Practice Team is for companies (including new

entrants) to implement the new set of Best Practices where applicable, and ensure that
they are actualy followed. The Team further recommends that companies include Best
Practice considerations and analyssin their ongoing FCC outage reporting.
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Background

Scope Statement
Report on the reliability of public telecommunications network services in the United Sates,
determine whether "best practices’ previously recommended should be modified or
supplemented; and develop a proposal for future consideration relative to extending these best
practices to other industry segments not presently included in current practices.

This subcommittee should focus on Facility and Power related outages and those caused
by procedurd errors.

Deliverables and Work Plan
= |dentify Team Members
= Sat meeting/conference cdl schedule
= Edablish communications vehideweb gte

* Review of Current Documents
= Update Best Practice List to include new/additional Best Practices Identified by NRC 11,

NRIC Il and NRSC activity

Review Best Practices - Focus of review:

“Procedura” Best Practices for dl focus areas

All Begt Practices in Power, E911 and Fecilities focus areas

Update/revise all Best Practices to be more generic and

applicable to  new entrants and new technology

deployment

» Review Outage Reports for examples of Best Practice effectiveness and areas where
Best Practices are needed or lacking

. I
dentify other potential sources for best practices not currently documented vie
NRIC/NRSC

= DaaCollection
» Deveop and issue data collection questionnaire
= Solicit data on implementation and effectiveness (target — incumbent/traditional car
and suppliers)
= Andyze responses and develop report
= Share datawith new entrants and suppliers
» Deveop Find Report
= Assamble anew complete set of Best Practices
= Agreeon Find Recommendations
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Data Collection and Analysis M ethodology
To fulfill its mission, the Best Practice Team determined that it required information from
traditional telecommunications service providers and from suppliers regarding their usage
of the Best Practices. Accordingly, the Best Practices Team developed two questionnaires,
one for service providers and one for suppliers, in order to obtain information about the
falowing:

The extent of implementation of the Best Practices,
Ratings of their effectiveness,
The rddive cogt of implementation.

The Network Reliability and Interoperability Council 1V (NRIC V) Focus Group 3
designated Telcordia Technologies as the central point for requesting, collecting,
compiling, and aggregating data for both teams including the Best Practices Team. All
data collected by Telcordiawas treated as proprietary information. Specific references to
individual respondents were removed and the Best Practices Team was only shown
aggregated results.

The Network Rdiability Steering Team has noted theat there has been an increasing trend

in the number of FCC reportable outages for power outages, for procedura outages and

for facility outages. In addition, the FCC has continued to desire information on ES-1-1

outages. Asaresult, thefirst questionnaire for service providers covered Best Practices

on power outages, procedurd outages, and E9-1-1 outages. The second questionnairefor
suppliers had asmilar type of coverage.

An independent survey of Best Practices for facility outages was dready underway by the
Facilities Solution Team. The Best Practices Team used results from this independent
aurvey in lieu of sending out an additiond, superfluous questionnaire. The remainder of
this section describes the questionnaires and the process used to administer them and
summarizes the response rates from the indugtry.

Quegtionnaire Description

The service provider questionnaire and the supplier questionnaire had the same form.

They differed in the Best Practices that were covered. A copy of the questionnaire for
service providers excluding facility Best Practices and the questionnaire for suppliers are
in Appendix A and B, respectively. A copy of the questionnaire for service providers
covering facility Best Practicesisin Appendix C.

The questionnaires were in spreadsheet form and were aimed at collecting statistical
information on the level of implementation of the recommendations, an assessment of
their effectiveness and the costs to implement the recommendations. The questionnaires
were distributed electronically. The companies were asked to provide their responses in
electronic form, if possible, and most did so. The supplier request had a shorter list of
practices and the questionnaire was aso provided dectronicaly.



At the top of each questionnaire, there was a place to enter the company’s name and the
name and telephone number of a contact person in case there were any questions about a

company’ s reSponses.

The first column of the spreadsheet contained an identifying number for each
recommendation. Column B gave a summary statement of the recommendation. For the
power Best Practices, many of the Best Practices that were originaly contained in the
document Network Reliability: A Report to the Nation were split into several Best
Practices. For the procedural Best Practices, the same Best Practice could be found in
more than one Focus Area of the documents Network Reliability. A Report to the Nation
or Network Reliability: The Path Forward. For example, the same Best Practice could be
found under Signaling Systems and under DCS. The Best Practice Team genericized
each Best Practice and eliminated any duplication. For the Emergency Services Best
Practices, the Best Practices Team decided to include nearly all the verbiage from the
origind sources. Column C provided a source(s) for the recommendetion

Columns D through F were filled in by the respondents. Column D deat with a
company’s implementation of each Best Practice. A company was asked to indicate
whether the Best Practice was implemented (E) Everywhere, (NE) Nearly Everywhere,
(C) In Critical Places Only, (F) In Few Places (Very Limited Implementation), or (N)
Nowhere,

In column E, companies were asked to rate the effectiveness of the recommendation in
enhancing network reliability and preventing or reducing outages. A scale of 1 to 5 was
usad with the following interpretetion:

5 The practice is definitely effective in preventing or reducing outages based, for
example, on quantifiable measurements and experience.

4 Based on intuitive opinions or anecdotal evidence, the practice is effective in
preventing or reducing outages.

3 The practice is somewhat, or moderately, effective in preventing or reducing
outages.

2 The practice is only dightly effective in preventing or reducing outages.
1 The recommendation is bascdly ineffective in preventing or reducing outages.

The respondent could enter 0 in Column E to indicate that the company did not know the
effectiveness of the practice.

Column F asked each company to rate the cost to implement a practice, relative to the
other Best Practices. The choices were Very Low (VL), Low (L), Moderate (M), High
(H), and Very High (VH). A Very Low rating suggested that there were essentialy no
additional cost above the norma costs of doing business for implementing that Best



Practice. A Very High rating suggested major capital or operating expenditures would be
required.

The Supplier Best Practice Questionnaire was identica in structure to the Service
Provider Best Practice Questionnaire (see Appendix B). The Best Practice Questionnaire
for Facilities also asked the respondent to rate the effectiveness, cost and implementation
of the Best Practice. It also contained several additional questions such as whether the

Best Practice was obsolete or whether a Best Practice was too generd (see Appendix C).

Data Collection Process

Since the original Best practices were aimed at major telecommunications service
providers and suppliers, the Best Practices questionnaires were sent to maor
telecommunications carriers and to major equipment suppliers. All questionnaires were
returned viae-mail, fax or regular mail to Telcordia Technologies

The questionnaires were sent to the service providers on April 30 and May 5, 1999. The
original due-date for responses was May 15, 1999. However this date was extended to
July 10, 1999, to include as many responses as possible. One questionnaire was returned
on September 7. Of the 14 companies which recelved questionnaires, 7 responded.

Most of the supplier questionnaires were sent out on May 5 and May 11. Several were
sent out after May 11 as contact names were identified. Of the 11 companieswhich
recaived questionnaires, 5 responded.

The facility questionnaire was sent to the RBOCs and interexchange carriers in July,
1998. The original due-date for responses was August 15, 1998. By December 18, 1998,
every company had responded. There were atota of ten responses.

Thefind taly of returned questionnaires was asfollows

Industry Segment Number of Responses
Sarvice Providers 7

Suppliers 5

Service  Providers - 10

Fadlities

Total 22

Data Aggregation and Analysis Process
For each questionnaire, the initial aggregation was a table with average ratings of each of

the Best practices. In addition, graphs of the average level of implementation,
effectiveness and cost were developed. These graphs presented one varigble & atime.
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The team decided that a composite graph which simultaneously exhibits the effectiveness,
the cost, and the level of implementation was the most useful in analyzing the Best
Practices. These graphs were used to draw conclusions about Best Practices. These
graphs are presented in Appendix D.

Findings. Observations and Recommendations
Observations

Overall

Overall implementation of Best Practices by traditional service providers and suppliers
remains high. The review of outage reports and survey responses confirm the
applicability of most of the original Best Practices and has not turned up any new Best
Practices. Unless otherwise stated the reference numbers for the Best Practices are their
old reference numbers.

Power (PW)

The following observations were made as a result of the Best Practice by Best

Practice review of survey responses.
= All existing best practices have been rated as effective

» Review of power outage reports (past 2 Years) supports the need for following
exiging best practices

» Qutage index (ustomer impact) reflects effectiveness of power best practices in
mitigating outage impact

» PWO1 (human factors) was reworded to make it more actionable. Also - Human
Factors have been considered and incorporated in newer power equipment however,
power equipment has a long life cycle and is typically upgraded or replaced based on
the need for more power and not because of new technology or improved human
factors features.

»  Sx Power BPs have been identified as having Limited Application

= PW27 (AC Tap Boxes) was ddeted as a BP

» PW44 (multiple smaller plants closer to the load) was deleted as it was redundant
with PW33

= BPs (8) originally endorsed based on Hurricane Andrew post mortem were found to
either: have Limited Application; be redundant with other BPs; canflict with other
BPs; or not be BPs at dl.

»  PWI10 (onste'resupply plan fud supply) was found to be ared winner

Andysisof 7/1/98 — 6/30/99 Power Outages
22 Outegestotd
12 - Root Cause Commercid/Backup Power Fallure
10 Root Cause Procedurd
8 Sub Cause Standby Generator
Best Practice Team Findings.
" 16 Outages with Best Practice implications

| PW BPs goplicable to outages | Number of outages
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PW45 3 Outages
PWGE9-71 7 Outages
PRO3 7 Outages
PW57, 58 2 Outages
PW51, 52, 56 2 Outages

PW6E9-71 (new PW66-68) & PRO3 All relate to MOPs and Ingtalation
Guiddines

PWG69(new PW66) — Service Providers should have documented installation
guiddines

PW70(new PWG67) — Service Providers should clearly communicate their
inddlaion guiddinesto dl involved paties

PW71(new PW68) - Onsite installation acceptance should include a quality
review of conformance to the company's and vendor’s guidelines

PRO3 - MOPs and Acceptance/Verification Check-off Sheets for Hardware
and Software Growth/Change Activities ...

All of the above were rated highly effective, implemented and low cost to
implement

Sx remaining Outages:

1- Under-engineered for load

4- Engineghardware failure

= 1 Lighning

3- Multiple fallures
= 1- Remote location in the mountains, bad weather forced back helicopter and
SnowCat trip was over 4 hours.

Procedural (PR)

The Team identified al procedura Best Practices from the origind Switching, Signding
and DCS Focus Areas. A number of them were duplications of the same concepts or
procedures within each of the 3 Focus Areas. These were rewritten to make them more
generic across dl Focus Areas aswell as any new technologies. The Team aso reviewed
the Find Report of the NRSC Procedura Errors Team and identified 7 additional Best
Practices from that report (PR27-PR33).

After reviewing the procedural outage reports . The Best Practice Team concluded that
the volume of procedures being performed in the networks is increasing (increased

opportunity for errors) due to the:

Increasing complexity and capacity of operaing environment
Increased number of interconnecting networks

Expanded capabilities of new technology

Code openings due to increased utilization of numbering resources
Implementation of Number Portability

Y 2K related software changes
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The Best Practice by Best Practice review of survey responses indicated that the

Procedura Best Practices have:

= High Implementation

»  However, Implementation may mean “have apolicy”

= Are highly effective however, in practice, the trend in the frequency of procedura
outage reports indicate that they are not being followed

» Aredirected a both mitigating and preventing outages

Essential Services

The report of the Essential Services Committee of NRC Il contained 33 recommendations

which posed many options and alternatives to improve reliability. These were mapped

directly into 33 Best Practices by the first Best Practice Team. The current Best Practices

Team determined many of the 33 recommendations were complementary and

supplementary or alternatives to each other. Survey Data indicated confusion regarding

implementation responses. As a result the Best Practice Team completely revamped the

33 Essential Services Best Practices which:

= Deeted redundant BPs

= Deleted “Not Best” Practices

= Combined related options and aternatives that supported the same goals and
objectivesinto sngle Best Practices.

Asan example, ES01- Cdled for diverse Interoffice Trangport Facilities, ESO2 - Diverse
Interoffice Trangport Facilities with Standby Protection (Option of ES01) offered one
method of providing diveraty, ESO3 - Diverse Interoffice Trangport Fecilities Using DCS
(Option of ESV1) provided an dternative method. ES)4 - FHber Ring Topologiesfor 911
Circuits accomplishes the gods of ES01,02& 03 combined.

The origind 33 Best Practices were mapped to 18 new Best Practices asfollows.
» 33 Bed Practices Evduated

= 8Ddeed

= 7 combined with others

Facilities (FC)
The new set of Best Practices includes the latest Best Practices as defined by the NRSC
Facility Solutions Team (FST). The Best Practice Team agreed that the FST had the

industry expertise to address the Facility Best Practices and that it had been reviewing
them since it was formed after NRC I.

Fire (FR)
The Origina Fire Best Practices from NRC |1 & | were imported in their entirety. While

fire related outages have not been a significant contributor to network unreliability, the
origind Best Practices are Hill gppropriate.
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Network Elements (NE)

These Best Practices were not part of the survey asthey were not related to Power,
Fadilities, Essentid Service, or Procedurd. They were origindly in the Signdling or DCS
Focus areas and have been expanded and made more generic to make them applicable to
al network eements.

Supplier (SP)

The Supplier Best Practices were expanded to read more like Best Practices and were

updated to make them more relevant to the current supplier environment. The other

observations are:

=  SP05 Human factors represents a new paradigm for vendors. There will be increased
“emphasis’ due to the Pracedural Errors Team Report.

= SP12 Edablish Core Team to plan, test and eva uate change - Service Provider
initiated BP that suppliers should participate in. Not a Supplier BP Delete (See PR14)

» Add PRO4 Information Sharing Guiddines- as SP12

= Survey reflects continued high implementation

= Confirmed broad industry applicability beyond traditiond Telcom suppliers

=  Combined categories of DCS, Switch and Sgnding into 1 Network dement category
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Recommendations

Service Providers

The Best Practice Team reviewed the complete list of Best Practices, for gpplication to
the service provider ssgment of the Telecommunications Industry and recommends full
implementation of the following Best Practices:

POWER (PW) Best Practices

PWO1

PWO02
PWO03
PW04
PWO05
PWO06
PWQO7
PWO08
PWQ09
PW10
PW11
PW12
PW13
PW14

PW15
PW16

PW17

PW18
PW19
PW20

PW21
PW?22
PW23

Pace strong emphasi's on human activities related to the operation of centrd office
power systems (e.g. maintenance procedures, darm system operation and response
procedures, and training for craft personnd).

Provide diversty so that single point failures are not catastrophic.

Adhere to telecommunications indusiry existing power engineering desgn sandards.
Service Providers should retain complete authority about when to transfer from the
eectric utility and operate sandby generators.

Sarvice Providers should not normdly enter into power curtailment or load sharing
contracts with eectric utilities.

Sarvice Providers and dectric utilities should plan jointly to coordinate hurricane and
other disaster restoration work.

Dua commercid power feeds with diverse routing from separate substations should
be provided for the most critical network facilities and data centers.

Service Providers should establish a generd requirement for some level of power
conditioning or protection for computers and sengtive dectronic equipment.

Design sandby generator systems for fully automatic operation and for ease of
manua operation, when required.

Maintain adeguate fud on-gte and have awedl-defined re-supply plan. HIGHLY
RECOMMENDED

Provide automatic reserve ubricating oil makeup systems for extended operation of
dieds.

Have awell-defined plan thet is periodicaly verified for providing portable
generators to offices with and without stationary engines in the event of an engine
falure.

Sarvice Providers should routingly exercise engines with load.

Sarvice Providers should run engines for an extended period, a leest 5 hours, with
al avalable loads annudly.

Coordinate engine runs with dl building occupants to avoid interruptions.

For large battery plantsin critical offices provide dua AC feeds (odd/even power
service cabinets for rectifiers).

The two transfer bregkers (in power transfer systems) must be mechanicaly and
dectricaly interlocked.

Trander switches (UL standard 1008) should be used in lieu of paired bregkers.
Provide indicating type control fuses on the front of the switchboard.

Provide color- coded mimic buses showing power sources, transfer arrangements,
essentia/nonessentia buses, etc.

Pog a the equipment (or have readily available) sngle line and control schematics.
Keep circuit breaker racking/ratchet tools, spare fuses, fuse pullers, etc. on hand.
Clearly labd the equipment served by each circuit bregker.
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PW?24
PW25

PW26

PW27

PW28

PW?29
PW30

PW31
PW32
PW33
PW34
PW35
PW36
PW37
PW38
PW39
PW40
PW41
PW42
PW43
PW44
PW45
PW46

PW47
PW48

PW49

PW50

Provide emergency procedures for AC trandfer.

Train loca forces on AC switchgear to understand procedures and stage occasiond
rehearsals.

Provide surge arrestors (TR-NWT-001011) at the AC service entrance of dl Service
Provider equipment buildings

Desgn aprofessondly administered preventive maintenance program for each
company's eectricad systems.

Provide a minimum of 3 hours battery reserve for centra offices equipped with fully
automatic standby systems.

All new power equipment, induding batteries should conform to NEBs.

When vave regulated batteries are used, provide temperature compensation on the
rectifiers.

A modernization program should beinitiated or continued to ensure that outdated
equipment is phased out of plant.

For new inddlaions, multiple smdler battery plants should be used in place of
sngle very large gants serving multiple switches, etc.

Low voltage disconnects should not be used & the battery plant. HIGHLY
RECOMMENDED

The rectifier sequence controller should be used only where necessary to limit load
on the engine.

Sarvice Providers should consder and include the capaiilities of smart controllers,
monitoring, and darm systems when updating their power equipment.
Manufacturers are encouraged to continue to improve the humantmachine interfaces
of power equipment.

Provide diverse feeds for SS7 links, BITS docks, and other duplex circuitry.
Provide protective covers and warning sgns on dl vulnerable circuit bregkers,
Ensure that the fuses and breskers meet qudity leve 111 rdidbility.

Power wire, cable, and sgnaing cables that meet NEBS should be required in dl
telecommunications locations

Wherever possble, DC power cables, AC power cables and telecommunications
cables cable should not be mixed.

Veify DC fusng levels, epecidly a the main primary digtribution board to avoid
over fuang.

Detailed methods and procedures are needed to identify al protection required
around the energized DC bus. HIGHLY RECOMMENDED

Update ingdlation handbook to indude verification of front to rear genciling.
Perform high-risk operations during low traffic periods.

Procedures and restord processes are required for any cable-mining job. HIGHLY
RECOMMENDED

Each company must have an darm drategy.

Provide a separate "battery discharge’ darm for dl battery plants. Program the
darm to repest (e.g,.a leest every 15 minutes). HHGHLY RECOMMENDED
Redundancy must be provided, so thet no sngle point darm system fallure will leed
to a battery plant outage.

Highlight the battery discharge (and other critical darms) at the remote center.



PW51
PW52

PW53
PW54

PW55
PW56
PW57
PW58
PW59
PW60
PW61
PW62
PW63
PW64
PW65
PW66
PWG67
PW68
PWG69
PW70
PW71
PW72

PW73
PW74

For critical darms produced by single contacts (one on one), use "normaly closed”
contacts that open for an darm.

Power monitors should be integrated into engineering and operationd drategies.
Maintain the power darms by testing the larms on a scheduled bass.

Provide hands-on training for operation and maintenance of power equipment.
Place utmost emphas's on the maintenance and response to power darms.
Emphasize: use of methods of procedures (MOPS); vendor monitoring; and
performing work on in-service equipment during low traffic periods. HIGHLY
RECOMMENDED

On remova projects, check for current flow in power cables with AC/DC damp-on
ammeters.

Provide and test detailed action plans to address emergency Stuations, such as when
both the commercid AC pow er and the standby engine failsto sart.

Perform annud eva uation/maintenance of al power equipment.

Use infrared thermographic scanners to check power connections.

Employ the "Ask Y oursdf" program to supplement conventiond training.

Vendors should provide dear and specific engineering, ordering, and ingalaion in
support of their products.

Service Provider personnel should evauate support documentation as an integral part
of the equipment selection process.

Operaing personne must be familiar with support documentation provided with the
equipment.

Sarvice Providers should have documented ingtdlation guiddines thet apply in ther
company. HIGHLY RECOMMENDED

Sarvice Providers should dearly communicate their indtdlation guiddinesto dl
involved paties HIGHLY RECOMMENDED

Ontsite ingdlation acceptance should include aqudity review of conformance to the
company's and vendors ingdlation guiddines. HIGHLY RECOMMENDED
Service Providers should have procedures for pre-qudification or certification of
ingdlation vendors.

In preparation for a hurricane, place sandby generators on line and verify proper
operation of dl subsysems. LIMITED APPLICATION

In coagtd aress, design Sandby systems to withstand high winds, wind-driven rain
and debris. LIMITED APPLICATION

Improve fud systems rdiability. Provide redundant pumps for day tanks and a
manua-priming pump.

Reemphasize the need for loca procedures and contingency plans for power
emergencies.

Reemphasize the need for power expertise/power teams.

Provide security from theft of portable generators. Traler mounted generators
equipped with whed locks are recommended.

ESSENTIAL SERVICES (ES) Best Practices

ESOL

Diverse Interoffice Trangport Facilities - When dl 9-1-1 circuits are carried over a
common interoffice facility route, the Public Safety Answering Point (PSAP) has
increased exposure to possible service interruptions related to a sngle point of
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ESO2

ESO3

falure (eg., cable cut). The 9-1-1 drcuits should be placed over multiple, diverse
interoffice facilities.

Divergfication may be atained by placing hdf of the essentid communication
circuits on one fadility route, and the other half over another geographicaly diverse
facility route (i.e.,, separate facility routes). Many LECs deploy diverse interoffice
facility srategies when diverse facilities are dreedy available.

Option 1. Diverse Interoffice Trangport Facilities with Standby Protection - A
variation of the facility divergity architecture is deployment of a 2-by-1 fecility
trangport sysem. This architecture is protected by a standby protection facility thet
is geographicdly diverse from the primary facility. Because no cdlsarelogt while
switching to the dternate trangport facility during primary route failure, this
architecture is consdered sdlf-heding.

Option 2: Diverse Interoffice Trangport Facilities Usng DCS - Earlier NRC Focus
Group recommendations suggested using diverse interoffice trangport facilities from
the cdled serving end office viatwo diverse Digitd Cross-connect Systems (DCS)
for concentration. This gpproach provides diversty and, due to the concentration by
the DCS network dements, offers aless costly network solution.

Option 3: Fiber Ring Topologiesfor 31-1 Circuits- Fber optic network dements
offer network service providers the ability to aggregeate large amounts of cal traffic
onto one trangport facility. Traffic aggregation opposes the diverse facility transport
recommendations defined in this document. However, fiber rings permit a collection
of nodes to form a closed |oop whereby each node is connected to two adjacent
nodes via a duplex communications facility. Fiber rings provide redundancy such
that services may be automatically restored (sdf-heding), dlowing falure or
degradation in a segment of the network without affecting service. Fiber rings are
used in some metropolitan aress, ensuring essentid communications serviceis
unaffected by cutsto fibersriding on thering. Ring features and functiondity are
part of the Synchronous Optical Network (SONET) technical requirements. When
essentid communications is placed on SONET rings, sarvice interruptions are
minimized due to the sef-hedling architecture employed.

Red-Tagged Diverse Equipment - Depending on LEC provisoning practices, the
equipment in the centrd office can represent single points of fallure. 91-1 circuits
should be spread over smilar pieces of equipment, and marking each plug-in-level
component and frame termination with red tags. The red tags dert LEC maintenance
personnd that the equipment is used for critical, essentia servicesand isto be
treated with a high leve of care.

Option 1. Alternate PSAPs from the 9-1-1 Tandem Switch - A common method of
handling PSAP-to- Tandem trangport facility interruptionsisto program the 31-1
tandem switch for dternate route selection. If the 9-1-1 cdler isunableto complete
the cdl to the PSAP, the tandem switch would autométically complete the cdll to a
pre-programmed directory number or dternate PSAP destination. The dternate



PSAP may be ether adminidrative telephones or another jurisdiction’s PSAP
pasitions, depending upon the primary PSAPS pre-arranged needs.

Option 2: Alternate PSAPs from the Serving End Office - Another method of
handling PSAP-to- Tandem trangport facility interruptionsisto program the end
office for dternate route selection. If the 31-1 cdler isunableto complete the call
to the PSAP, the end office switch may automaticaly complete the cal to apre-
programmed directory number or dternate PSAP destination. The dternate PSAP
may be ether adminidrative telephones or another jurisdiction’s PSAP postions,
depending upon the primary PSAPs pre-arranged needs.

ESO04 Option 1: PSTN asaBackup for 9-1-1 Dedicated Trunks- To ensurethat 9-1-1 is
minimaly affected by potentid traffic congestion sometimes experienced in the
Public Switched Telephone Network (PSTN), PSAPs commonly create dedicated
private public safety networks.

A low-cog dternative for handling 9-1-1 cdls during periods of falurein theend
officeto-9-1-1 tandem transport facility, isto use the PSTN as a backup between the
cdler’send office and the 9-1-1 tandem switch. Such gpplications may or may not
make use of adjunct devices that monitor primary trunk path integrity.

If the primary path to the 9-1- 1 tandem switch should be interrupted or dl-trunks-
busy, the call may be forwarded over the PSTN to a preprogrammed directory
number. Further, the caller may be identified if the adminidrative line isequipped
with acaler identification (ID) device.

Option 2: Wirdess Network as Backup for 9-1-1 Dedicated Trunks - Smilar to the

PSTN backup for completing 9-1-1 cdls when the primary trangport fecility is

interrupted, wireless networks may provide more diversity than the PSTN aternative.
(See Figure 6-7) Asin Best Practice ES08, an adjunct device may or may not be

used to monitor the primary trunk path integrity.

ESO5 Intreoffice 9-1-1 Termination to Mohile PSAP - Commonly, the trangport fecility
between the PSAP and the serving end office may not have facility route diversty.
To accommodate instances where these facilities are interrupted or it becomes
necessary to evacuate the PSAP |ocation, some PSAPs have established mobile
PSAP systems that may be connected to phone jacks at the serving end office. The
phone jacks, dthough usudly ingaled ingde the end office for security purposes,
aretypicaly ingaled in an accessble location for ease in locating them during an
emergency.

Some PSAPs have prearranged with the serving LEC to permit ajurisdictiond
employee having an emergency vehide (eg., police car) equipped with radio
capahility to retain akey to the LECs end office and to connect to an R}11 jack for
9-1-1 cdl interception. Another type of receptacle may be pre-inddled inthe end
office for connection to a mobile PSAP.



ESO6 Dud Active 9-1-1 Tandem Switches - Dud active 9-1-1 tandem switch architectures
endble circuits from the callers serving end office to be solit between two tandem
switches. Diverse interoffice trangport facilities further enhance the rdiability of the
dua tandem arrangement. Divergty isadso deployed on interoffice transport
facilities connecting each 9-1-1 tandem to the PSAP serving end office.

ESO7 TOPSasa91-1 Tandem Backup - Operator services tandem switches can dso serve
as backup and/or overflow for network eements, due to their ubiquitous connectivity
throughout the telephone network. 1n most ingtances, exigting trunking and
trandations may be used when adding a Traffic Operator Position System (TOPS) to
the 9-1-1 network.

When an interoffice trangport facility fails or an dl-trunks-busy condition occurs, the
backup/overflow route to the operator services tandem is selected. The operator
tandem switch recognizes the cal as an emergency by trandating the 3-1-1 dided
digits, and may be preprogrammed to automaticaly route the cdl to the serving 9-1-
1 tandem switch.

Further, if the operator tandem switch is unable to access the 9-1-1 tandem switch,
the cdl will automaticaly be “looped around” so that an operator may manualy
answer the cal and manualy attempt to reach emergency services providers.

ES08 Locd Loop Diversty - Theloca loop accessis defined as that portion of the
network which connects the cdler (i.e., the subscriber or the PSAP) to the network
sarving end office. Theloca loop is potentidly a single point of failure.

Although it is unlikely the subscriber will purchese diverse trangport facilities for
typica PSTN sarvice PSAP loca loops should be diverse where possible and/or
make use of wirdess technologies as a backup for local loop facility failure (eg.,
cable cuts).

ES09 Nework Management Center and Repair Priority - Network management centers
(NMCs) should remotely monitor and manage the 9-1-1 network components. The
NM Cs should use network controls where technically feasble to quickly restore 9-1-
1 sarvice and provide priority repar during network falure events.

ES10 Diverse Automatic Location Identification (ALI) Data Base Systems - ALI systems
should be deployed in aredundant, geographicaly diverse fashion (i.e, two identical
AL data base sysems with mirrored data located in geographically diverse
locations).

Deployment of fully redundant ALI deta base sysems, such that ALI system
hardware and/or software failure does not impair ALI data accessibility, will further
improve ALI rdigbility. When deployed with geographicaly diverse trangport
fadlities, angle points of falure may be diminated.

The NRC a so recommends placement of the ALI data on fault-tolerant computer
plaformsto increase the rdiability of ALI display retrievds. Findly, “hot spare”’
computers should be held in reserve for catastrophic events,



ES11 Move Mass Cdling Stimulator away from 31-1 Tandem Switch - Mass cdling
events may cause 9-1-1 service interruptions. Service interruptions caused by media
gimulated caling has prompted the LECs to reassess and improve the handling of
meass cdling events. The 9-1-1 Tandem switch serves as the mogt critical network
eement in providing 91-1 sarvice. If amediagimulated mass caling event is
served by the 9-1-1 Tandem, the PSAPs being served by the 9-1-1 Tandem may
experience ddayed did tone when cdl trandfer is attempted by the PSAP personndl.
The PSAP may dso experience ddaysin cal completion (ring-back tone) or a fast
busy sgnd, which indicates that the call hasfailed to complete. To mitigate such
ingtances, high volume call events should be moved to ancther end office.

Pre-Planning for Mass Cdling Events - To minimize the potentid of interruption
caused by media driven mass cdling events, the LEC can identify periods of low call
volume traffic so that the media may schedule mass calling events during low traffic
periods.

Carrier externd afars and marketing groups should work closdy with media
organizationsto ensure 9-1-1 cdlers are unaffected by mass caling events.
ES12 Contingency Plan Training - Once acontingency plan is developed, it should be
perl iodicdly tested. These tests can be of various types.
Desktop check tests (using a checklig to verify familiarity of “what to do in case
of”).
Procedures verification test (verify that established procedures are followed in a
smulation).
Smuldion test (3milar to afire dill, eg., amulating a dissster and monitoring
the response).
Actud operations test (cause an event to happen, e.g., power or computer fallure
and monitor the response).
The importance of testing a contingency plan is criticd to its success. An annua
schedule of testing and evaduaing written results is an excdllent method of ensuring
that a plan will work in the event of a disagter and for identifying wesknessesin the

plan.

Close cooperation between a service provider and the PSAP in conducting actud
operations testing will be of mutua benefit to both the service provider and the
PSAP. An annud comprehensive operationd test of the contingency plan is strongly

encouraged.

ES13 Educate the Public on Proper Use of Essentid Communications - The public's
proper use of 9-1-1 serviceis criticd to the effectiveness of the emergency network’s
operation. Misuse of 9-1-1 could leed to the fallowing:
- Congedtion of the 9-1-1 network, leaving calers with real emergencies unableto
contact a 9-1-1 operator.
Exhaugtion of resources on non-emergency Stuations.



ES14

ES15

Reduction in ajurisdiction’s ahility to respond to emergency Studionsin a
timely manner because of the jurisdiction’s emergency response agencies being
overwhelmed by responses to non-emergency Situations.
This could have potentialy disastrous effects on the public’' s perception of its
emergency hetwork and emergency reponse agencies.

Improve Communications among Network Providers and PSAPs- Network service
providers, 3-1-1 adminidrators, and public safety agencies should continually strive
to improve communications among themsalves: They should routindy team to
develop, review, and update disagter recovery plans for 9-1-1 disruption
contingencies, share information about network and system rdiability, and determine
user preferences for cal overflow routing conditions.

They should actively participate in industry forums and associations focused on
improving the reliability of emergency sarvices and the development of technicd
industry sandards. The Nationd Emergency Number Association (NENA) and the
Asociaion of Public-safety Communications Officids (APCO) are just two of the
organizations that are open to dl stakeholders of 9-1-1 service ddivery and that are
focused on finding 9-1-1 solutions for emerging technologies (eg., wirdess, PBX,
CLEC).
Critical Response Link Redundancy/Diversity - The redundancy and diversity
concepts st forth in ESOL should be gpplied to other network links considered vita
to a community’ s ability to respond to emergencies. Types of linksthet are criticd
to the provison of emergency ad indude communication links from the PSAP
location to:
- Law enforcement digpatchers and/or response personnd.
Emergency medicd sarvice (EMS) dispatchers and ambulance response units.
Fire fighter digpatchers and response personnel.
Poison control centers and other agencies offering remote diagnogtic
information and advice on how to respond to requests for emergency ad.
Trauma centers and Smilar emergency hospices.

Standards must be established to address interconnection issues between PSAP and
CMRS/cable tdlevison service providers.

Mediaand Repair Link Redundancy/Diversty - the redundancy and diversty
concepts st forth in ESO1 dso should be gpplied to network links congdered vitd to
acommunity’s ability to regpond to emergencies. Types of linksthet are criticd to
the provison of emergency aid during such events include communication links

from the PSAP location to broadcast media organizations and local network provider
repair centers.

Media organizations can dert the public during periods of emergency network
degradation or outage through appropriately worded public service announcements,
relieving excessive cdl volumes, and making the public aware of interim emergency
ald access dternatives.



In addition, dedicated network links and/or aternate accesses to network provider
repair personnd will ensure that interruptions are known immediately and that repair
personnd are mohilized expeditioudy.

ES16 Private Switch (PS)/Alternative LEC (CLEC) ALI - ALI datafor dternate providers
(PS, CLEC, etc.) should be induded in the ALI systems. The FCC should pursue
closure on those issues remaining for Docket 94-102, and to require affected service
providers to participate in PSAP PSALI programs.

PSAPs have become increasingly reliant on the ALI data administered by the LECs,
and bdieve that those individuds served by private tedlecommunication providers
and/or dternate LEC providers should have their address information contained in

their ALI data base sysems. The NENA Recommended Formeats for Data Exchange
and the NENA Recommended Protocols for Data Exchange were established to
enable ALI dataintegration of these providers.

ES17 CMRS- Emegency Cdling - The CMRSindustry should consder 9-1-1 asthe
standard access code for emergency services, such as law enforcement, fire, EMS.
Implementation of such a gandard would diminate confuson among mohbile
communicaions users when they arein aroaming mode. See FCC Docket 94-102,
WT Report Number 99-32 (released November 18, 1999), FCC Docket 94-102
RM 8143, and FCC 99-245.

ES18 Outage Reporting - All providers of essentid communications should have a
uniform method of reporting and tracking significant service outages for internd use
and, where required, for outage reporting to the FCC. Root cause andyss,
publication of results and new best practices may be left up to the indudtry.

PROCEDURAL (PR) Best Practices

PRO1 Awareness Training - Thereisacritica need for a broad based educationa system
for dl fiedd and management personne involved in the operation, maintenance, and
support of Network Elements. The Awareness Training must stress the importance
of end to end communications for dl personsinvolved in maintenance activities on
these sygems. A successful program must educate its target audience on the
technology, its benefits and risks, and the magnitude of traffic carried. Thetraining
must emphasize the functiondity and the network impact of fallure of activeand
standby (protect) equipment in processors, interfaces, peripherd power supplies, and
other related components, and the identification of active and standby (protect) units.
Specid emphasis should focus on the systematic processes for trouble isolation and
repair.

PRO2 Technicd Training - Service providers should establish aminimum st of work
experience and training courses which must be completed before personne may be
assigned to perform maintenance activities on network dements, especialy when
new technology is introduced in the network.. Thistraining must stress a postive
reinforcement of procedures a dl times. The use of 9gns designating various work
aress, labels on equipment and cabling, properly identified inventory storage aress,
log sheets for work performed, and procedures to be followed in case of emergencies.
Thistraining must aso emphasize the steps required to successfully detect problems
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and to isolate the problem systematically and quickly without causing further system
degradation. Specid emphasis should be placed on maintaining and troubleshooting
problems rdated to system power equipment which can add sgnificant delay to
restoration activities.

PR0O3 MOPs and Acceptance/V erification Check-Off Sheets for Hardware and Software
Growth/Change Activities- Methods of procedure (MOPs) should be prepared for
al hardware and software growth and change activities. Asfar as practicable, the
MOP should be prepared by the people who will perform the work. The MOP
should be gpproved by the responsible engineer, line operations manager, indalaion
manager, and others, as appropriate; and deviations from the documented process
should aso be gpproved by thisteam. When it is necessary to reference other
documentsin the MOP, these references should be detalled and include appropriate
issue/date information. The MOP should identify each step required to perform the
work. Aseach work function is completed, it should be Sgned off in the MOP. An
acceptancelverification testing check-off sheet should dso be utilized to assure that
the work activity was performed correctly. . HIGHLY RECOMMENDED

PR0O4 Information Sharing Guiddines - Industry Guiddines for the Sharing of Information
about network outages is included in the NITF Reference document Part VII. This
document is intended to provide the appropriate guidance to facilitate the sharing of
information. It identifies types of information which may be shared, the
circumstances under which it should be shared, the extent to which sharing is
gopropriate, and the mechanisms and timing for that sharing. It represents industry
consensus arrived at with the full participation of members of the Network
I nterconnection I nteroperability Forum which congsts of Access Service Providers,
Access Sarvice Cusomers and Vendor/Manufacturers.

PRO5 Centrdized Control for Network Elements - It is recommended that service providers
provide centraized maintenance, adminidration, surveillance and support for all
network dements. Monitoring and control should be in asfew places as possble to
provide consigtency of operations and overdl management.

PRO6 Traningin Trouble Detection and Isolation - Lack of troubleshooting experience and
proper training in this area usudly prolongs the trouble detection and isolation
process. It is recommended that network operators be adequately trained in the
trouble detection and isolaion process

PRO7 Outage Information Sharing - A prime source for information concerning outages is
the network outages reported to the FCC as required by Section 63.100 of the rules.
Fina reports of dl 1999 outages are posted at
www.fee.gov/Bureaus’Engineering Technology/Filings/Network Outage/1999/repo
rt.html. Thefind reportsfor 1996, 1997, and 1998 are dso available smply by
changing the year in the above URL. The posted reports are Adobe Acrobat pdf
(portable document format) scans of the reports provided by the carriers. Review of
the reports will enable the reader to become aware of Sgnificant problemsimpacting
the network.

PR0O8 Maintaning Link Diveraty - Industry Guiddinesfor Mantaining Link Diversty can
be found in the NIIF Reference Document, Part 111, Attachment G. The following are
some of the Operating Principles of the document: Link diversfication vaidation
should be performed & aminimum of twice ayear, & least one of those vdidations



PRO9

PR10

PR11

PR12

PR13

ghdl incdlude a physicd vdidation of equipment compared to the recorded
documentetion of diversty.

The vdidation of divergfication isthe reponghility of every network service

provider that provides or utilizes SS7 links.

Limitations on divergfication should be conddered a the time of deployment,

such limitations may condgst of, geography, fadilities, circuit design and tariffs
off-pesk Scheduling (Formerly SN-03) - High risk, potentialy service affecting
maintenance and growth procedures should be scheduled during weekend and off-
hours.
Review Rehome Procedures - Network service providers carefully review al rehome
procedures and undertake meticulous pre-planning before execution. Communication
to dl inter-connected networks will be essentid for successin the future. It isalso
important to make sure that renome procedures are carefully followed.
Review Detection & Manua Intervention Procedures- Network operators should be
adequatdly trained in (1) detection of conditions requiring intervention, (2) escalation
procedures, and (3) manud recovery techniques.
Deveop Criss Management Exercises - During the past severd years a number of
disastrous events, the Oklahoma City bombing, the Midwest flooding, earthquekesin
Cdiforniaand hurricanesin Louisana, Foridaand Hawali, have prompted an
increased awareness on the part of al members of the telecommunication industry to
the critical need to have a Disaster Preparedness strategy. This strategy should
outline anetwork service provider' s Disaster Preparedness organization, the roles,
responsibilities and training of its members and provide for cooperative interaction
among both interna and externd organizations. The purpose of this Srategy isto
provide for the development of emergency plans that protect employees, ensure
sarvice continuity and provide for the orderly restoration of criticd servicesinthe
event of amgor network catastrophe.
Test aNetwork’ s Operationa Reediness through planned drills or smulated
exerdses. Service Providers should conduct exercises periodically keeping the
follcwmg godsin mind:

The exercise should be as authentic as practica. Scripts should be prepared in

advance and team members should play their roles asredidticdly as posshble.

While the staff must be wdll prepared, the actua exercise should be conducted

unannounced in order to test the respongveness of the team members and

effectiveness of the emergency processes. Also, cdlout rosters and emergency

phone ligts should be verified.

Early in the exercise, make sure everyone understands thet thisis a disaster

smulation, not thered thing! Thiswill avoid unnecessary confusion and

misunderstandings thet could adversdly affect service.

It is particularly important to coordinate disaster exercises with other Service

Providers and vendors.

It is very important immediady following the drill to critique the entire

procedure and identify “lessons learned”. These should be documented and

shared with the entire team.

PR14 Vdidate Upgrades, new procedures and commandsin Lab. All Service Providers

should establish and document a processto plan, test, evauate and implement dll
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mgor change activities onto their network. Thisindustry best practice describes a
prooeasthat should indlude:
The establishment of amult-discipline core team, which indudes suppliers, to
plan and implement changes. The team’ s focus should be on planning, testing,
and evduation of al mgor network eements and systems.
Thevdidation of dl upgrades and proceduresin alab environment prior to the
firs gpplication in the fidd.
The cregtion of a“Methods of Procedure (MOP)” for each change activity that
outlines the maintenance steps to be taken and an emergency restoration plan.

Finaly, it is highly recommended that, in response to the ever-increasing amount of change activity
being performed, each Service Provider establish a“ Change Management Control” (CMC) group to

act as a customer advocate.
PR15 Resrict Commands Availableto Technicians to Ensure Authorized Access and Use.

PR16 Edablish Procedure to Reactivate Alarms After Provisioning - The volume of darms
during provisoning cregte a potentid for darm saturation and makes it very difficult
to differentiate between ared darm and those caused by other activities. A common
practiceisto smpleinhibit these darms or set their thresholds so high they do not
report. The danger here is that there must be a fail-safe measure to turn these darms
back on when the facility is carrying traffic.

PR17 Schedule Sysem Backups- All Service Providers should establish policies and
procedures that outline how criticad network eement databases, (e.g. digitd cross
connect system databases, switching system images), will be backed up onto a
sorage medium (tape, optica diskettes, etc.) on a scheduled bass. These policies
and procedures should address, at aminimum, the following:

Database backup schedule and verification procedures

Storage medium sandards

Storage medium labding

On dte and off Ste dorage

Maintenance and certification

Handling and disposa
The implementation of this practice will mitigate the impact of data corruption or
some other loss of acritica network database.

PR18 Companies should gopoint a Synchronization Coordinator for their company who
will perform the respongbilities contained in SR-2275. Companies should provide
the name of their Synchronization Coordinator to the NIIF for indusioninits
Company Specific Contact Directory.

PR19 Companies should comply with the synchronization sandards addressed in the ANS
Standard T1.101, entitled "Digitd Network Synchronization”

PR20 Bilaterd agreements should be established between interconnecting network
providers, referencing the NIIF Interconnection Template document.

PR21 Bilaterd agreements between interconnecting networks should address the issue of
fault isolation. At aminimum, these agreements should address the escdlation
procedures to be used when a problem occurs in one network.  Second, the
agreement should address which company will be in charge for initiating various
diagnogtic procedures. Findly, the agreement should address what information will
be shared between the interconnected companies.
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PR22

PR23

PR24

PR25

PR26

PR27

PR28

PR29

PR30

PR31

To keegp overflow traffic conditions from adversdy affecting interconnected
networks, interconnected network providers should utilize network surveillance and
monitoring. In addition, companies should follow the guiddines for advanced
natification of media-gdimulated cdl-in events as outlined in Part 6 of the NIIF
Reference Document concerning Media Stimulated Call-in Events. Further,
interconnecting companies should include a contact name for indusionin the
Company Specific Contact Directory. Findly, interconnecting companies should
address the control of overflow conditionsin their bilateral agreements.

Information sharing should be utilized by dl network providersto minimize
recurrence of service disruptions. The guidelines contained in the NITF Reference
Document can be used for this purpose. Additiona requirements for the sharing of
information between interconnected companies should be addressed in bilaterad
agreements.

New entrants should, at aminimum, have a communications structure in place for
timely notification of affected partiesin the event of disasters or emergencies.
Companies should appoint and provide the name of aMutud Aid Coordinetor to the
NIIF for indusion in the Company Specific Contact Directory which is published on
abi-annual besis

Teecom sarvice suppliers and vendors should adopt the concept of asmplified
language system, which controls vocabulary, grammar, mechanics, and style for
better user understanding.

Teecommunication equipment suppliers should adopt uniform methods of eectronic
documentation dstribution and usage. Electronic access to documentation will dlow
better version control and ease of access for fidd personnel. Additiondly, ectronic
access dlows implementation and delivery of future enhancements such as
interactive methods and information.

A physcd verification of both local and remote darms and of remote network
element maintenance access should be performed on dl new egquipment indaled in
the network beforeit is placed into service. When these functions are not performed,
the probability of fallure without notification is greetly increased. Likewisg, if

remote network eement accessis not verified, asmple restoration process may
require technician digpatch to the Ste, resulting in further delay in service restord.

If anew CO isingdled or an old switching system replaced, the integrity of the
diversfied FX telephoneline for the office should aso be verified.

A number of outages are of extended duration because the technician does not have
the tools nor test equipment to implement the restoration. The most common cause
is unavailahility of goare circuit packs. Thisresultsin adday until the spares are
located and shipped from some other location. To prevent these delays, a process
should be established to track the location of dl spare equipment. This process
should dign with network performance and rdiability requirements and should
include procedures for dlocating, procuring, ddivering, and deploying spare
equipment. When spares are not locdly available, the process should dso provide a
method to expedite identification and delivery of the required equipment.

All removable covers that have equipment designations should have those
designations removed and the designations placed on the permanent portion of the
unit or frame.
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PR32 The mos effective practice when performing complex trandation changesisto test

the trandations before and after the change to ensure the appropriate and expected
results.

FACILITY (FC) Best Practices

FCO1
FC02

FCO03
FCo04
FCO05
FC06

FCO7

FCO08

FC09

FC10
FC11
FC12

FC13

FC14

FC15
FC16
FC17
FC18

FC19
FC20
FC21
FC22

FC23

FC24
FC25

Adhere to forma damage prevention and restoration procedures.

Use Warning Tape - place tape 12 in. above the cable sysem.

Vigble Cable Markings (unless prone to vanddism).

Timely responseto dl locate requests.

Enhanced Locating Equipment - use current, and/or emerging technologies;
upgrade locating equipment as new technologies emerge.

Use of Plant Route Maps - secondary checking of plant drawings rddive to
marking.

Dig Carefully - When excavation is to take place within the specified tolerance
zone, the excavator exercises such reasonable care as may be necessary for the
protection of any underground facility in or near the excavation area. Methods to
congder, basad on certain dimate and geographica conditions incdlude: hand-
digging when practicd (potholing), soft digging, vacuum excavation methods,
pneumatic hand tools, other mechanica methods with the gpprova of the fadility
owner/operator, or other technica methods that may be developed.

Assgn trained technicd personnd to monitor activities a work Stes where
digging is underway.

Cooperation With Contractors - easy access, open communications with
contractors.

Training - continuous refresher training.

Contractor Awareness- public service ssminars, literature and announcements.
Contact With Land Owners- proactively educate and communicate with right-of -
way owners.

Deveop employee program to recognize, report and prevent potentid cable

damage.

Audits'Surveys of Plant - periodically check and validate and update outside plant
records and data.

Limited placement of barriers around above ground structures to prevent damege.
Buried Cable - bury fiber cable in accordance with sandards and plans.

Buried Fadilities - bury sructures out of sight and to appropriate depths.
Protective Devices - use rodent devices on poles and cable sheaths in rodent
infested aress.

Stronger Conduit - use type B pipe in rodent infested aress.

Secure access points such as manholes, cabinet vaullts, ec.

Improve the effectiveness of state one-cdl legidation.

Increase stakeholder coordination and cooperation on state one-cdl legidation
efforts.

Egtablish a dedicated Cable Damage Awareness/Prevention Program with
excavators, locators, and municipdities.

Identify critica routes and provide these routes with additiona protection.
Promote the development of industry standard markings.
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FC26
FC27
FC28
FC29
FC30
FC31
FC32
FC33

FC34

FC35
FC36

FC37

FC38

FC39
FC40

FC41

Egablish training, qudlification and performance standards of interna and externd
utility locators

Design and place new fadilitiesto minimize risk (for example, underground, in
conduit, in interduct, etc.).

Provide physicdl diveraty on critica routes when justified by athorough
risk/vaue andyss.

Take active role on One-Cdl Board and solidit information from other
dakeholders.

Jointly relocate facilities.

Employ courtesy or mutud right of way jeopardy natification.

Evauate the performance of contracted excavators and interna excavators.
Develop and implement arapid restoration program.

Asess and implement most of the DCS Focus Group’ s Recommendetions when
operating large SONET/ATM Add Drop Mutiplexer (ADM).

Take additiond precautions when the newest technologies (untried).

Track and andyze facility outages. Take action if any subgtantid negetive trend
aises or persgts.

Follow the excavator best practices described in the Minimum Suggested Damage
Prevention Guiddines - Excavation Procedures for Underground Fedilities.
Conform to the Minimum Performance Guiddines for One-Cdl Notification
Sysems.

Conform to the Minimum Guiddines for Fadlity Owners

Conform to the Guideines for Progpective Excavation Site Ddinegtion and
Location Markout. Thisindudes white lining.

Ensure that federd one-cdll legidation isusad to bring dl states up to high leve of

damage prevention.

FIRE (FR) Best Practices

FRO1
FRO2
FRO3
FRO4
FRO5

FRO6
FRO7
FRO8
FRO9
FR10
FR11
FR12
FR13
FR14
FR15
FR16
FR17

Develop Pre-planswith Fire Agencies

Verify Smoke/Heet Detection Capability

Meet NEBS Requirements for Power & Communication Cables
Condder Nort+reuse of Noncompliant Cable

Use ANS T1.311-1998 “ Standard for Telecommunications Environmental
Protection, DC Power Systems’ for COs

Test All Pre-1989 VRLA Batteries

Egablish Case Higtory File by Equipment Category for Rectifiers
Locate Transformers Externd to Buildings

Regularly Inspect Motors

Exercise & Cdibrate Circuit Breskers

Use Defined Procedure for Cable Mining

Implement a Certification & Training Program for Contractors
Develop & Execute a Standard MOP for Vendor Work

Develop Site Management & Building Certification Program
Review Practices on Use of Soldering Irons

Prohibit Smoking in Buildings

Verify Aerid Powerlines are Not in Conflict with Hazards
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FR18 Provide AC Surge Protection

FR19 Veify Grounding Arrangements

FR20 Assure Programs Exigt for Alarm Testing

FR21 Avoid Use of Combudtible Landscape Materid

FR22 Veify Dumpger Location

FR23 Insure Proper Air Filtration

FR24 Adminiger Elevator Routines

FR25 Veify Elevator Building Compartments Comply with Code

FR26 Provide Smoke Detection and Vertilaion in Mator Room

FR27 Use Over-current Protection Devices and Fusing

FR28 Ingpect and Maintain HVAC aress

FR29 Redtrict Useof Space Heaters

FR30 Egablish Building Equipment Maintenance Program

FR31 Catified Ingpection of Boilers & Fud Storage Units

FR32 Provide All Critica Fadilities with a Modern Smoke Detection System
FR33 Provide Autométic Natification of Loca Fire Department

FR34 Implement Early Smoke Detection and Appropriate Ventilation Systems

NETWORK ELEMENT (NE) Best Practices (Non-Procedural)
NEO1 Architecturad and design dternatives — The following architecturd and design
dternatives should be evauated:
-Two or more links per link set. With this design 3 or more Smultaneous fallures
or errors must occur a the same time to cause a service interruption
-The use of dedicated DS fedilities for links
-Use of quad A-linksi.e, four diverse A-links to Sgndling points
NEO2 Placement of NEsin CO environment - In an effort to insure that maintenance
procedures are consgstent with other telephony network dements and the
availability of qudlified
maintenance personnd are enhanced, network databases primarily used for
cdl carying/ cdl handling functions (eg. service control points
(SCPs), network databases, etc) should be placed in a centra office,
telephony environmett.

NEO3 Cariers should improve their own fallure data collection and analysis procedures
for better root cause andysis. Carriers and suppliers should form partnerships to
jointly performthis andyss

NEO4 Service Providers should develop and deploy amanagement system for usein
crcuit assgnment, provisoning and maintenance, that will establish, monitor,
track and maintain diversty of criticd crcuits

NEO5 Provisoning: There must be a method to ensure synchronization of databases. An
example is the transmisson facility database and the DCS databases. These must
be synchronized or an outage will occur. Procedures mugt aso bein placeto
dlow for manud provisoning in the event o afailure. It is aso recommended
that provisoning technicians be regtricted from dl commands except those that
are needed for their work. Avoid any “globd” commeands that may have the
potentid for sgnificant impact.
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SUPPLIER (SUP)Best Practices

The Best Practice Team reviewed the complete list of Best Practices for application to
the Supplier segment of the Telecommunications I ndustry and recommends full
implementation of the following Best Practices:

SUPQL1 Software fault insertion testing (incdluding smulating network faults such as
massve link falures) should be performed as a tandard part of a supplier's development
process.

SUPO2 Hardware fault insertion testing (including smulaing network faults such as
massve link fallures) should be performed as a sandard part of a supplier's development
process. Hardware failures and data errors should be tested and/or smulated to stress SS7

fault recovery software.

SUPO3 Fault recovery actions that result in sgnificant loss of service need to be
reviewed periodicaly by the manufacturers to assure thet the least impacting strategies
are being used for dasses of faluresimplicated during root cause andyses.

SUP4 Initidization durations should be optimized to minimize service impect. Data

from root cause andyses should be used to determine and improve specific areas of
design.

SUPQ5 The manufacturers should place an added focus on human factors design
to reduce human errors and/or reduce service-affecting impact of these errors.

SUPQ06 Carriers and suppliers should improve their own failure data collection and
anayss procedures for better root cause andyss. Carries and suppliers should form
partnerships to jointly perform thisandyss.

SUPO7 System suppliers should enhance exidting, or etablish new, sandards for
system robustness to prevent switching systems for accepting or dlowing service
affecting activity without a pogitive confirmation.

SUPO38 Systemn suppliers should provide a mechaniam for fegture
adding/ectivation that alows for "Soft" activation rather than redinitidization. System
supplier should provide an on-line memory management capability to reconfigure or
expand memory without an impact on stableftrangent cal processng or the billing
process.

SUPQ9 Hardware and software fault recovery design processes should converge
early in the development cycle.
SUP10

Switching system suppliers should enhance their software development methodology to
insure effectiveness and modern process of sdf -assessment and continua improvement.
Forma design and code ingpections should be performed as a part of the software
development methodology .
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A form of root cause analysi's process is needed to investigate outage root causes and
recommend corrective actions.

Test environments and scenarios should be enhanced to provide more redigtic settings.
Fault tolerance requirements and standards need to be clarified.

Rigorous sdf-enforcement of design guidelines asthey rdae to system initidizations.
Isolation of Faults'Containment of System Responses.

Continuous review of escaation Srategy effectiveness based on fidd performance.

SUP11 A best practice from Sprint and NYNEX isto establish amulti-
discipline Core Team, incdluding the supplier; to plan, test, and evduate dl major change
activities

SUP12 All upgrades or growth procedures must be fully vaidated in the lab
environment prior to firgt gpplication in the fidd.

SUP13 Efforts should be meade to diminate the possibility of having aslent
falure on any DCS system component, including the OS or Management System, cross-
connect, or communications links.

SUP14 Sarvice providers and equipment suppliers must work together to etablish
acceptable thresholds of equipment performancein the fild environment.

SUP15 Documentation should be produced in a complete, easy-to-use, and timely
manner, and is made accessible to the entire customer base. Customer input is essentidl!
Documentation should be developed with a clear understanding of customer needs. The
use of dectronic mediato maintain the documentation manuscripts and to access
cugtomer didribution informetion is essentid.

SUP16 To keep tract of the numerous changes to both the product and the
corresponding documentation, a change control database is recommended.

SUP17 The operations and maintenance manud should give an overview of the
system and identify procedures for regularly scheduled operations. In addition, the
documentation should be clear on how to manage unforeseen Stuations, including
escaation to next leve of technica support.

SUP18 An acoeptance testing checkoff sheet should be developed and utilized
during eech new ingdlation or addition.

SUP19 A comprehendve troubleshooting set of flowcharts (date diagrams)
should be induded in any st of documentation to guide dl levels (both Tier 1-Novice
and Tier 2-Expert) of maintenance support.

SUP20 Asimportant as the human factor congderations are to the development of

any telecommunications product, they are as equdly important in the development of the
documentation materia
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SUP21 Training should be developed with a dear undergtanding of customer
needs. Customer input is essentia! Once the training course is devel oped, it should again
be thoroughly tested with the customer before being made generdly available.

SUP22 Training must keegp up with the numerous changes to both the product and
its documentation materid.
SUP23 Advance courses should be developed for personnd responsible for the

technica support of various products, including operations supervisors, maintenance
enginears, operationd support personnd, and communicaions technicians. Training
should not only cover locd centrd office OAM& P needs, but dso should cover dl
phases of remote centralized OAM&P.

SUP24

Egtablish and use metricsto identify key areasand focus, and measure progressin
improving quality and rdiability before and after general availability (thisis
described further asarecommendation in the following section).

Solicit and use customer feedback.

Perform detailed Root Cause Andysis for reported software faults and procedura errors.
Basad on these, use atotd qudity management gpproach to identify, plan, and implement
improvements in the entire software process as well as processes associated with
documentation & training.

SUP25 Criticaly review the leve of ingoection and surveillance on criticd
components. Do aggressve root cause analyses of field fallures.

SUP26 Deploy systems on agoing forward basis with redundant disk driveswith
common data or a new technology.

SUP27 Improved documentation on methods to recover from tota aswell as
partial system outages.

SUP28Where possible, and needed due to performance requirements, fully duplex,
synchronized design should be implemerted.
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Appendices

A — Sarvice Provider Questionnaire

B — Supplier Questionnaire

C — Fadlities Questionnaire

D — Service Provider Questionnaire Results
E — Supplier Quedtionnaire Results

F — Facilities Questionnaire Results

NRIC Il Service Provider Best Practices Questionnaire

Please enter your company nhame:

Name of contact person: Phone
No.:
Implementation
Purple (E-Everywhere, Relative
Book NENearly Effectiveness|Cost
Reference|Everywhere Rating (1- 5) |[to
. C-Critical Places |(0-Don't Implement
Recommendation only, Know) (VL, L, M,
ID F-Few Places, H, VH)
N-Nowhere)
PWO |Place additional emphasis on human factors. E6.0
1
PWO [Provide diversity so that single point failures are not catastrophic. |E£6.0
2
PWO Adh_ere to telecommunications industry existing power engineering|E-6.0
3 design standards.
PWO |Telcos should retain complete authority about when to transfer  |E6.19
4 from the electric utility and operate standby generators.
PWO [Telcos should not normally enter into power curtailment or load |E6.1.9
5 sharing contracts with electric utilities.
PWO |Telcos and electric utilities should plan jointly to coordinate E6.1.9
6 hurricane and other disaster restoration work.
PWO |Dual commercial power feeds with diverse routing from separate |E-6.1.9
substations should be provided for the most critical network
7 St p
facilities and data centers.
PWO |Telcos should establish a general requirement for some level of |E-6.1.9
8 power conditioning or protection for computers and sensitive
electronic equipment.
PWO [Design standby generator systems for fully aL_Jtomatic operation |E6.2.2
9 and for ease of manual operation, when required.
PW1 |Maintain adequate fuel on-site and have a well-defined re-supply |E-6.2.2
0 plan.
PW21 |Provide automatﬁc reserve lubricating oil makeup systems for E6.2.2
1 extended operation of diesels.
PW1 |Have a well-defined plan that is periodically verified for providing |E-6.2.2
2 portable generators to offices with and without stationary engines
in the event of an engine failure.
PW1 |Telcos should routinely exercise engines with load. E6.2.2
3
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PW21 |Telcos should run engines for an extended period, at least 5 hours, |E-6.2.2
4 with all available loads annually.

PW1 |Coordinate engine runs with all building occupants to avoid E6.2.2
5 interruptions.

PW21 |Forlarge battery plants in critical offices provide dual AC feeds  |E-6.3.1
6 (odd/even power service cabinets for rectifiers).

PW21 |The two transfer breakers (in power transfer systems) mustbe |E6.3.1
mechanically and electrically interlocked.

PW1 |Transfer switches (UL standard 1008) should be used in lieu of |E-6.3.1
8 paired breakers.

PW?21 |Provide indicating type control fuses on the front of the E6.3.1

9 switchboard.

PW?2 [Provide color- coded mimic buses showing power sources, E6.3.1
transfer arrangements, essential/nonessential buses, etc.

0 g

P\W?2 |Post at the equipment (or have readily available) single line and |E6.3.1
control schematics.

1

PW?2 |Keep circuit breaker racking/ratchet tools, spare fuses, fuse E6.3.1
2 pullers, etc. on hand.

PW?2 |Clearly label the equipment served by each circuit breaker. E6.3.1
3

PW2 |Provide emergency procedures for AC transfer. E6.3.1
4

PW?2 |Trainlocal forces on AC Switchgear to understand procedures and|E-6.3.1
5 stage occasional rehearsals.

PW?2 |Provide surge arrestors (TR-NWT-001011) at the AC service E6.3.1
6 entrance of all telco equipment buildings.

PW?2 |Provide AC tap boxes outside critical central offices to attacha  |E6.3.1
7 portable engine alternator.

PW?2 |Design a professionally administered preventive maintenance  |E-6.3.1
program for each company's electrical systems.

8
PW?2 |Provide a minimum of 3 hours battery reserve for central offices |E-6.4.1
9 equipped with fully automatic standby systems.

PW3 |All new power equipment, including batteries should conform to |E-6.4.1
0 NEBs.

PW3 |When valve regulated batteries are used, provide temperature  |E-6.4.1
compensation on the rectifiers.

1

A modernization program should be initiated or continued to E6.4.1
PW3
2 ensure that outdated equipment is phased out of plant.
PW3 |For new installations, multiple smaller battery plants should be |E6.4.1
3 used in place of single very large plants serving multiple switches,

etc.

PW3 |Low voltage disconnects should not be used at the battery plant. |E6.4.1

PW3 |The rectifier sequence controller should be used only where E6.4.1
necessary to limit load on the engine.
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PW3 |TelcosService Providers should consider and include the E6.4.1
6 capabilities of smart controllers, monitoring, and alarm systems
when updating their power equipment.

PW3 |Manufacturers are encouraged to continue to improve the human-|E-6.4.2
machine interfaces of power equipment.

7
PW3 |Provide diverse feeds for SS7 links, BITS clocks, and other duplex |E-6.5.5
8 circuitry.

P\W 3 |Provide protective covers and warning signs on all vulnerable E-6.5.5
9 circuit breakers.

PW4 |Ensure that the fuses and breakers meet quality level Il reliability.|E-6.5.5

PW4 |Power wire, cable, and signaling cables that meet NEBS should be|E-6.5.5
required in all telecommunications locations.

1
PW4 |Wherever possible, DC power cables, AC power cables and E-6.5.5
2 telecommunications cables cable should not be mixed.

PW4 |Verify DC fusing levels, especially at the main primary distribution |E-6.5.5
3 board to avoid over fusing.

PW4 |Provide smaller (distributed) power plants closer to the load as part|E-6.5.5
4 of modernization.

PW4 |Detailed methods and procedures are needed to identify all E-6.5.5
5 protection required around the energized DC bus.

P\WW4 |Load-test all circuit breakers prior to connecting the load. E-6.5.5
6

PW4 |Update installation handbook to include verification of front to rear|E-6.5.5
7 stenciling.

PW4 |Perform high-risk operations at night. E6.5.5
8

PW4 |Procedures and restoral processes are required for any cable- |E-6.5.5
9 mining job.

PWS5 |Each company must have an alarm strategy. E-6.6.3

PWS5 |Provide a separate "battery discharge” alarm for all battery plants. |E-6.6.3

PWS5 |Redundancy must be provided, so that no single point alarm E-6.6.3
system failure will lead to a battery plant outage.

PWS5 |Highlight the battery discharge (and other critical alarms) atthe |E-6.6.3
3 remote center.

PWS5 |For critical alarms produced by single contacts (one on one), use |E-6.6.3

4 "normally closed" contacts that open for an alarm.
PWS5 |Power monitors should be integrated into engineering and E6.6.3
5 operational strategies.

PWS5 [Maintain the power alarms by testing the alarms on a scheduled |E6.6.3
6 basis.

PWS5 |Provide hands-on training for operation and maintenance of power|E-6.7.1
equipment.
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PWS5 |Place utmost emphasis on the maintenance and response to  |E6.7.1
8 power alarms.

PWS5 |Emphasize methods of procedures (MOPs), vendor monitoring  |E6.7.1
9 and perform risky work at night.

PW6 |Onremoval projects, check for current flow in power cables with |E-6.7.1
0 AC/DC clamp-on ammeters.

PW6 |Provide and test detailed action plans to address emergency E6.7.1
situations, such as when both the commercial AC power and the
standby engine fails to start.

PW6 |Perform annual evaluation/maintenance of all power equipment. |E-6.7.1

PW6 |Run engines annually with all available loads for an extended E6.7.1
period, at least 5 hours.

3
PW6 [Use infrared thermographic scanners to check power connections |E6.7.1
4
PW6 |Employ the "Ask Yourself" program to supplement conventional |E-6.7.1
5 training.
PW6 |Vendors should provide clear and specific engineering, ordering, |E-6.8.2
6 and installation in support of their products.
PW6 |Telco Service Provider personnel should evaluate support E-6.8.2
documentation as an integral part of the equipment selection
7 gral p quip
process.

PW6 |Operating personnel m ust be familiar with support documentation|E-6.8.2
provided with the equipment.

8

PW6 |TelcosService Providers should have documented installation  |E6.8.2
9 guidelines that apply in their company.

PW?7 |TelcosService Providers should clearly communicate their E-6.8.2
0 installation guidelines to all involved parties.

PW?7 |Onssite installation acceptance should include a quality review of |E-6.8.2
conformance to the company's and vendors installation guidelines.

1
PW7 |TelcosService Providers should have procedures for pre- E6.8.2
2 qualification or certification of installation vendors.

PW?7 |in preparation for a hurricane, place standby generators on line |E6.13
and verify proper operation of all subsystems.

PW7 |in coastal areas, design standby systems to withstand high winds|E#6.13
4 and wind driven rain and debris.

PW?7 |improve fuel systems reliability. Provide redundant pumps for day |E6.13
5 tanks and a manual-priming pump.

PW?7 |Reemphasize the need for local procedures and contingency plans|E-6.13
for power emergencies.

PW?7 |Provide AC tap boxes outside the central office to facilitate the E-6.13
connection of a portable engine.

PW?7 |Remote power monitors are invaluable during and after hurricanes|E6.13
and other power outages.

PW?7 |Reemphasize the need for power expertise/power teams. E-6.13
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9
PWS8 |Engineer for fewer but larger remote terminals (RTs) serving larger|E6.13
0 areas and use bulk power plants instead of distributed power.
PWS8 |A significant problem during hurricanes is security from theft of  |E6.13
1 portable generators. Trailer mounted generators equipped with

wheel locks are recommended.
PWS8 |All future portable generators should be diesel. E6.13
2

PWS8 |Better coordination is required with the electric utilities, such as  |E6.13
designated local single points of contacts for coordinating

3 restoration.
PWS8 |Better methods are required for tracking what is sent into a E-6.13
4 stricken area, and for loading/unloading generators onto flatbed
trucks.
ES Essential Service Best Practices Red Book References

ES1 |Diverse Interoffice Transport Facilities- When all 9-1-1 circuits are|D-6.1.1
carried over a common interoffice facility route, the PSAP has
increased exposure to possible service interruptions related to a
single point of failure (e.g., cable cut). The ECOMM Team
recommends diversification. diversification of 9-1-1 circuits over
multiple, diverse interoffice facilities.

Diversification may be attained by placing half of the essential
communication circuits on one facility route, and the other half over
another geographically diverse facility route (i.e., separate facility
routes). Many LECs deploy diverse interoffice facility strategies
when diverse facilities are already available

ES2 |Diverse Interoffice Transport Facilities with Standby Protection- A |D-6.1.2
variation of the facility diversity architecture is deployment of a 1-
by-1 facility transport system. This architecture is protected by a
standby protection facility that is geographically diverse from the
primary facility. Because no calls are lost while switching to the
alternate transport facility during primary route failure, this
architecture is considered self-healing.

ES3 |Diverse Interoffice Transport Facilities Using DCS - Earlier NRC |D-6.1.3
Focus Group recommendations suggested using diverse
interoffice transport facilities from the called serving end office via
two diverse Digital Cross-connect Systems (DCS) for
concentration. This approach provides diversity and, due to the
concentration by the DCS network elements, offers a less costly
network solution. Circuit rearrangement activity under this
configuration will less likely result in the circuits being placed into
non-diverse facilities.

ES4 |Fiber Ring Topologies for 9-1-1 Circuits - Fiber optic network D-6.1.4
elements offer network service providers the ability to aggregate
large amounts of call traffic onto one transport facility. Traffic
aggregation opposes the diverse facility transport
recommendations defined in this document. However, fiber rings
permit a collection of nodes to form a closed loop whereby each

node is connected to two adjacent nodes via a duplex
communications facility. Fiber rings provide redundancy such that

services may be automatically restored (self healing), allowing
failure or degradation in a segment of the network without affecting
service. Fiber rings are used in some metropolitan areas, ensuring

essential communications service is unaffected by cuts to fibers
riding on the ring. Ring features and functionality are part of the

Synchronous Optical Network (SONET) technical requirements.
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The ECOMM Team believes when essential communications is
placed on SONET rings, service interruptions are minimized due to
the self-healing architecture employed.

ES5 |Red-Tagged Diverse Equipment - Depending on LEC provisioning|D-6.1.5
practices, the equipment in the central office can represent single|
points of failure. The ECOMM Team supports the the common
LEC practice of spreading 9-1-1 circuits over similar pieces of
equipment, and marking each plug-indevel component and frame
termination with red tags.The red tags alert LEC maintenance
personnel that the equipment is used for critical, essential
services and is to be treated with a high level of care.

ES6 |Alternate PSAPs from the 9-1-1 Tandem Switch - A common D-6.2.1
method of handling PSAP-b-Tandem transport facility
interruptions is to program the 9-1-1 tandem switch for alternate
route selection. If the 9-1-1 caller is unable to complete the call to
the PSAP, the tandem switch would automatically complete the
call to a pre-programmed directory number or alternate PSAP
destination. The alternate PSAP may be either administrative
telephones or another jurisdiction’s PSAP positions, depending
upon the primary PSAPs pre-arranged needs.

ES7 |Alternate PSAPs from the Serving End Office- Another method of |D-6.2.2
handling PSAP-to-Tandem transport facility interruptions is to
program the end office for alternate route selection. If the 9-1-1
caller is unable to completeto complete the call to the PSAP, the
end office switch may automatically complete the call to a pre-
programmed directory number or alternate PSAP destination. .
The alternate PSAP may be either administrative telephones or
another jurisdiction’s PSAP positions, depending upon the primary
PSAPs pre-arranged needs.

ES8 |PSTN as aBackup for 9-1-1 Dedicated Trunks - To ensure that 9-|D-6.2.3
1-1 is minimally affected by potential traffic congestion sometimes
experienced in the Public Switched Telephone Network (PSTN),

PSAPs commonly create dedicated private public safety networks.

A low-cost alternative for handling 9-1-1 calls during periods of
failure in the end office-to-9-1-1 tandem transport facility, is to use
the PSTN as a backup between the caller’s end office and the 9-1-

1 tandem switch. Such applications may or may not make use of
adjunct devices that monitor primary trunk path integrity.

If the primary path to the 9-1-1 tandem switch should be
interrupted or all-trunks-busy, the call may be forwarded over the
PSTN to a preprogrammed directory number. Further, the caller
may be identified if the administrative line is equipped with a caller
identification (ID) device.

ES9 |Wireless Network as Backup for 9-1-1 Dedicated Trunks - Similar|D-6.2.4
to the PSTN backup for completing 9-1-1 calls when the primary
transport facility is interrupted, wireless networks may provide
more diversity than the PSTN alternative. (See Figure 6-7) Asin
Best Practice ES08, an adjunct device may or may not be used to
monitor the primary trunk path integrity.

ES10 [Intraoffice 9-1-1 Termination to Mobile PSAP - Commonly, the D-6.2.5
transport facility between the PSAP and the serving end office may
not have facility route diversity. To accommodate instances where
these facilities are interrupted or it becomes necessary to evacuate
the PSAP location, some PSAPs have established mobile PSAP

systems that may be connected to phone jacks at the serving end

office. The phone jacks, although usually installed inside the end
office for security purposes, are typically installed in an accessible

location for ease in locating them during an emergency.
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Some PSAPs have prearranged with the serving LEC to permit a
jurisdictional employee having an emergency vehicle (e.g., police
car) equipped with radio capability to retain a key to the LECs
endLECs end office and to connect to an RJ-11 jack forjack for 9-
1-1 call interception. . Another type of receptacle may be pre-
installed in the end office for connection to a mobile PSAP.

ES11 |Backup PSAP in the LECs Serving Office - Some PSAPs have D-6.2.6
also prearranged with the serving LEC to house a backup PSAP
within the central office.

ES12 |Dual Active 9-1-1 Tandem Switches - Dual active 9-1-1 tandem  |D-6.3.1
switch architectures enable circuits from the callers serving end
office to be split between two tandem switches. Diverse interoffice
transport facilities further enhance the reliability of the dual tandem
arrangement. Diversity is also deployed on interoffice transport
facilities connecting each 9-1-1 tandem to the PSAP serving end
office.

ES13 |Re-home to backup 9-1-1 Tandem Switch - This architecture is  |D-6.3.2
similar to other 9-1-1 tandem switch architectures, but uses more
than two 9two-1-1 tandem9-1-1-tandem switches. . A primary 9-
1-1 tandem handles a caller’s servingcaller’s serving end office’s
emergency calls until a fault occurs. . Interoffice transport facility
diversity is attained by splitting interoffice trunks between digital
cross-connect systems.

PSAP circuits are also provisioned evenly across the 9-1-1 tandem
switches, minimizing the single points for failure to occur.

ES14 |Redundant Paired 9-1-1 Tandems - In redundant/paired tandem [D-6.3.3
switch applications, half of the 9-1-1 circuits are connected to
eachto each 9-1-1 tandem switch. . If event call handling
capabilities in one of the 9-1-1 tandem switches are interrupted,

standard hunt group features in the caller’s serving end office
switch will select a call path via the other 9-1-1 tandem switch.

Although the redundant/paired tandem configuration requires the
complexity of maintaining identical routing data on both 9-1-1
tandem switches, the automated re-selection of an alternate call

path enables call completion without manual intervention. .
Therefore, this network arrangement is more effective during
momentary network failures.

ES15 |Multiple Diverse Tandem Switches with Diverse DCSs- In a D-6.3.4
multiple tandem switch application, a backup tandem switch is
available to handle

9-1-1 calling in the event the primary 9-1-1 tandem switch fails.
Upon detection of failure of the primary 9-1-1 tandem, network
controls may be activated by remote or local network surveillance
forces that will steer 9-1-1 calling to the backup 9-1-1 tandem
switch. Such steering may be accomplished through use of digital
cross-connect elements available in many LEC end offices.

ES16 TOPS as a 9-1-1 Tandem Backup - Operator services tandem switches |D-6.3.5

can also serve as backup and/or overflow for network elements, due to
their ubiquitous connectivity throughout the telephone network. In most
instances, existing trunking and translations may be used when adding a
Traffic Operator Position System (TOPS) to the 9-1-1 network.

When an interoffice transport facility fails or an all-trunks-busy condition
occurs, the backup/overflow route to the operator services tandem is
selected. The operator tandem switch recognizes the call as an
emergency by translating the 9-1-1 dialed digits, and may be
preprogrammed to automatically route the call to the serving 9-1-1 tandem
switch.
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Further, if the operator tandem switch is unable to access the 9-1-1tandem
switch, the call will automatically be “looped around” so that an operator

may manually answer the call and manually attempt to reach emergency
services providers.

ES17 |Reverse Trends toward Centralization - Network service providers should|D-6.4
move to eliminate single points of failure in the interoffice facilities, 9-1-1
tandem switches and ALI data base portions of the public switched
network. Measures include exploiting existing facility route diversity,
reversing a trend towards concentration of large numbers of PSAPs on
individual 9-1-1 tandem and deploying redundant, diverse ALI systems
over diverse facilities.

Tandem switches used for 9-1-1 call routing are considered critical to a
jurisdiction’s ability to respond to emergency calls. Some of these switches
connect over one million telephones, enabling access to the appropriate
Public Safety Answering Point (PSAP).

Although the 9-1-1 tandem switches are usually deployed as redundant
architectures, some software or procedural errors could interrupt the ability,
to complete the primary call path for 9-1-1 callers. To minimize the impact
of such events, the ECOMM Team endorses deploying either multiple or
redundantor redundant/paired tandem switches in 9-1-1 network
architectures.

ES18 |Local Loop Diversity - The local loop access is defined as that D-6.5
portion of the network which connects the caller (i.e., the
subscriber or the PSAP) to the network serving end office. The
local loop is potentially a single point of failure.

Although it is unlikely the subscriber will purchase diverse
transport facilities for typical PSTN service, the ECOMM Team
recommends that PSAP local loops be diverse where possible
and/or make use of wireless technologies as a backup for local
loop facility failure (e.g., cable cuts)

ES19 |Network Management Center and Repair Priority - The ECOMM  |D-6.6
Team recommendsthat network management centers (NMCs)
remotely monitor and manage the 9-1-1 network componentsThe
NMCs should use network controls where technically feasible to
quickly restore 9 -1-1 service and provide priority repair during
network failure events.

ES20 |Diverse ALI Data Base Systems- The ECOMM Team D-6.7
recommends that ALI systems be deployed in a redundant,
geographically diverse fashion (i.e., two identical ALI data base
systems with mirrored data located in geographically diverse
locations).

Deployment of fully redundant ALI data base systems, such that
ALI system hardware and/or software failure does not impair ALI
data accessibility, will furtherwill further improve ALI reliability. .
When deployed with geographically diverse transport facilities,
single points of failure may be eliminated.

The NRC also recommends placement of the ALl data on fault
tolerant computer platforms to increase the reliability of ALI display
retrievals. Finally, “hot spare” computers should be held in reserve
for catastrophic events.

ES21 |Move Mass Calling Stimulator away from 9-1-1 Tandem Switch - |D-6.8.1
Mass calling events may cause 9-1-1 service interruptions. .
Service interruptions caused by media stimulated calling has
prompted the LECs to reassess and improve the handling of mass
calling events. The 9-1-1 Tandem switch serves as the most
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critical network element in providing 9-1-1 service. If a media
stimulated mass calling event is served by the 9-1-1 Tandem, the
PSAPs being served by the 9-1-1 Tandem may experience
delayed dial tone when call transfer is attempted by the PSAP
personnel. The PSAP may also experience delays in call
completion (ring-back tone) or a fast busy signal, which indicates
that the call has failed to complete. To mitigate such instances,the
ECOMM Team recommends moving high volume call events to
another end office or foreign exchange.

ES22 |Pre-Planning for Mass Calling Events - To minimize the potential |D-6.8.2
of interruption caused by media driven mass calling events, the
LEC can identify periods of low call volume traffic so that the
media may schedule mass calling events during low traffic periods.

The ECOMM Team supports such efforts by the LECs, andand
suggests that LEC external affairs and marketing groups work
closely with media organizations to ensure 9-1-1 callers are
unaffected by mass calling events.

ES23 Contingency Plan Development - Contingency plan developmentis the D-6.9.1
process of planning for recovery from a disaster that could impact the
critical functions of a business operation. Disaster recovery planning
involves:

? Advance planning and arrangements necessary to ensure continuity of
critical business functions.

? Making sufficient agreed-upon preparations and designing and
implementing a sufficient set of agreed-upon procedures for responding to
a disaster event.

? Implementing procedures that will either deter or reduce the business
risk of previously identified threats.

? Developing a plan w hichplan, w hich covers events that could resultin
the total or partial losspartial loss of operational capability or destruction off
a physical facility.

? Developing a plan w hichplan, w hich includes procedures and availabilty,
of critical equipment and personnel for automated and manual functions.
The service provider has the responsibility to ensure continuity of service to
the PSAP. (For more detail on this Best Practice, click on the More Detail
Worksheet.)

ES24 Contingency Plan Training - Once a contingency plan is developed, it D-6/9/2
should be periodically tested. These tests can be of various types:

? Desktop checktests (using a check listchecklist to verify familiarity of
“what to do in case of”).

? Procedures verification test (verify that established procedures are
followed in a simulation).

? Simulation test (similar to a fire drill, e.g., simulating a disaster and
monitoring themonitoring the response).

? Actual operations test (cause an event to happen, e.g., pow er or
computer failure and monitor the response).

The importance of testing a contingency plan is critical to its success. An
annual schedule of testing and evaluating written results is an excellent
method of ensuring that a plan will work in the event of a disaster and for
identifying weaknesses in the plan.

Close cooperation between a service provider and the PSAP in
conducting actual operations testing will be of mutual benefit to both the
service provider and the PSAP. An annual comprehensive operational test
of the contingency plan is strongly encouraged.

ES25 |Public Education on Proper Use of Essential Communications - [D-6.9.3
The public’s proper use of 9-1-1 service is critical to the
effectiveness of the emergency network’s operation. Misuse of 9-
1-1 could lead to the following:
? Congestion of the 9-1-1 network, leaving callers with real
emergencies

unable to contact a 9-1-1 operator.
? Exhaustion of resources on non-emergency situations.
? Reduction in a jurisdiction’s ability to respond to emergency
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situations in a timely manner because of the jurisdiction’s
emergency response agencies being overwhelmed by responses
to non-emergency situations.

This could have potentially disastrous effects on the public’s
perception of its emergency network and emergency response
agencies. (For more detail on this Best Practice, please click on
the More Detail Worksheet.)

ES26 |Improve Communications among Network Providers and PSAPs -|D-6.10
Network service providers, 9-1-1 administrators, and public safety
agencies should continually strive to improve communications
among themselves. They should routinely team to develop,
review, and update disaster recovery plans for 9-1-1 disruption
contingencies, share, share information about network and
system reliability, and determine user preferences for call overflow,
routing conditions.

They should actively participate in industry forums and
associations focused on improving the reliability of emergency
services and the development of technical industry standards. The
National Emergency Number Association (NENA) and theand the
Association of Public-safety Communications Officials (AP CO) are
just two of the organizations that are open to all stakeholders of 9-
1-1 service delivery and that are focused on finding 9-1-1 solutions
for emerging technologies (e.g., wireless, PBX, ALEC).

ES27 |Common Channel Signaling (CCS) - The ECOMM Team considers|D-6.11
Il of the Best Practices formerly defined by the earlier NRC effort
as still being valid, with the exception of the former NRC
recommendation to avoid use of the CCS network for 9-1-1
services. The CCS network has demonstrated reliability for non-
emergency applications, and may now be considered as a viable
alternative for emergency network routing applications.

Further, telecommunication standards bodies are exploring

creation of SS7 compatible data packets for passing caller location
and other wireless information detail to Integrated Services Digital
Network (ISDN) PSAPs.

ES28 [Critical Response Link Redundancy/Diversity - The ECOMM Team D-6.12
recommends that the redundancy and diversity concepts set forth in
section 6.1 (Defensive Measures for Interoffice Facilities) be applied to
other network links considered vital to a community’s ability to respond to
emergencies. Types of links that are critical to the provision of emergency
aid include communication links from the PSAP location to:

? Law enforcement dispatchers and/or response personnel.

? Emergency medical service (EMS) dispatchers and ambulance respmse|
units.

? Fire fighter dispatchers and response personnel.

? Poison control centers and other agencies offering renote diagnostic
information and advice on how to respond to requests for emergency aid.
? Trauma centers and similar emergency hospices.

Standards must be established to address interconnection issues between
PSAP and CMRS/cable television service providers.

ES29 Media and Repair Link Redundancy/Diversity - The ECOMM Team D-6.13
recommends that the redundancy and diversity concepts set forth in
section 6.1 (Defensive Measures for Interoffice Facilities) be applied to
network links considered vital to a community’s ability to respond to
emergencies. Types of links that are critical to the provision of emergency
aid during such events include communication links from the PSAP location
to broadcast media organizations and local network provider repair centers.

Media organizations can alert the public during periods of emergency
network degradation or outage through appropriately worded public service
announcements, relieving excessive call volumes, and making the public
aware of interim emergency aid access alternatives .
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In addition, dedicated network links and/or alternate accesses to network
provider repair personnel will ensure that interruptions are known
immediately and that repair personnel are mobilized expeditiously.

ES30

Private Switch/Alternative LEC ALI - The ECOMM Team supports |D-6.14
inclusion of ALI data for alternate providers (PSALI, ALEC ALI,
etc.) in the ALI systems, and urges the FCC to aggressively
pursue closure on those issues remaining for Docket 94-102, and
to require affected service providers to participate in PSAP PSALI
programs.

PSAPs have become increasingly reliant on the ALI data
administered by the LECs, and believe that those individuals
served by private telecommunication providers and/or alternate
LEC providers should have their address information contained in
their ALI data base systems. The NENA Recommended Formats
for Data Exchange and the NENA Recommended Protocols for

Data Exchange were established to enable ALI data integration of
these providers.

ES31

CMRS - Emergency Calling - The ECOMM Team recommends  |D-6.15
that the CMRS industry consider 9-1-1 as the standard access
code for emergency services, such as law enforcement, fire, EMS.
Implementation of such a standard would eliminate confusion
among mobile communications users when they are in a roaming
mode.

ES32

Cable Television Services- The cable television industry has D-6.16
published a document titled NCTA Recommended Practices for
Measurement on Cable Television Systems. This document is
available from NCTA. The document is technically oriented for
systems engineers.

Based on information obtained from NCTA, the ECOMM Team
recommends that the NCTA document form the basis for cable
television services best practices. This will create a more reliable
environment for all services, including emergency
communications.

ES33

Outage Reporting - The ECOMM Team recommends that all D-6.17
providers of essential communications have a uniform method of

reporting and tracking significant service outages for internal use
and, where required, for outage reporting to the FCC. Root cause

analysis, publication of results and new best practices may be left
up to the industry.

PR

Procedural Best Practices: The following Best Practices address PRocedures. They areThey associatedare
associated with the installation, maintenance, and administration of Network Elements involved in call routing and or
transportadministration of Network Elements involved in call routing and or transports (e.g., circuit switch, packet switch,
routers, ATM, ATM/FR nodes, STPs, SCPs, DCS, SONET Nodes, WDM Nodes, and DLC).
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PRO01 |Awareness Training (Replaces SN-01 DX01)- There is a critical |B-5.2.4.5,
need for a broad based educational system for all field and D6.11
management personnel involved in the operation, maintenance,
and support of Network Elements. The Awareness Training must
stress the importance of end to end communications for all
persons involved in maintenance activities on these systems. A
successful program must educate its target audience on the
technology, its benefits and risks, and the magnitude of traffic
carried. The training must emphasize the functionality and the
network impact of failure of active and standby (protect) equipment
in processors, interfaces, peripheral power supplies, and other
related componentsand the identification of active and standby
(protect) units. Special emphasis should focus on the systematic
processes for trouble isolation and repair.

PRO02 [Technical Training (Replaces SN-04, SN-11, DX-28) - Service B-5.2.5.4,
providers should establish a minimum set of work experience and| B-5.2.8,
training courses which must be completed before personnel may [P-6-2:11
be assigned to perform maintenance activities on network
elements, especially when new technology is introduced in the
network... This training must stress a positive reinforcement of
procedures at all times. The use of signs designating various work
areas, labels on equipment and cabling, properly identified
inventory storage areas, log sheets for work performed, and
procedures to be followed in case of emergencies. This training
must also emphasize the steps required to successfully detect
problems and to isolate the problem systematically and quickly
without causing further system degradation. Special emphasis
should be placed on maintaining and troubleshooting problems
related to system power equipment which can add significant delay
to restoration activities.

PRO0O3|MOPs and Acceptance/Verification Check-Off Sheets for C5.
Hardware and Software Growth/Change Activities(Activities D6
(Replaces SW-02, DX-25, DX-04)- Methods- Methods of
procedure (MOPs) should be prepared for all hardware and
software growth and change activities. As far as practicable, the
MOP should be prepared by the people who will perform the work.
The MOP should be approved by the responsible engineer, line

operations manager, installation manager, and others, as
appropriate; and deviations from the documented process should

also be approved by this team. When it is necessary to reference
other documents in the MOP, these references should be detailed
and include appropriate issue/date information. The MOP should
identify each step required to perform the work. As each work
function is completed, it should be signed off in the MOP. An
acceptance/verification testing check-off sheet should also be
utilized to assure that the work activity was performed correctly.

PRO04 |Information Sharing Guidelines (Replaces SN-13) - Industry B-6.1.2
Guidelines for the Sharing of Information which could lead to
network outagesinformation, which could lead to network outages,
is included in the NIIF Reference document Part VII.Part VII. This
document is intended to provide the appropriate guidance to
facilitate the sharing of information. It identifies types of information
whichinformation, which may be shared, the circumstances under
which it should be shared, the extent to which sharing is
appropriate, and the mechanisms and timing for that sharing. It
represents industry consensus arrived at with the full participation
of members of the Network Interconnection Interoperability Forum
which consists of Access Service Providers, Access Service
Customers and Vendor/Manufacturers.

PRO5 [Centralized Control for DCSs (Replaces DX-02) - Itis D-6.1.1
recommended that service providers provide centralized
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maintenance, administration, surveillance and support for all
network elements. Monitoring and control should be in as few
places as possible to provide consistency of operations and overall
management.

PRO6 | Training in Trouble Detection and Isolation (formerly SN-10) - Lack|B-5.2.8
of troubleshooting experience and proper training in this area
usually prolongs the trouble detection and isolation process. It is

recommended that network operators be adequately trained in the
trouble detection and isolation process.

PROQ7 | Outage Information Sharing - A prime source for information B-6.1.2
concerning outages is the network outages reported to the FCC as
required by Section 63.100 of the rules. Final reports of all 1999
outages are posted at

www.fce.gov/BureausEngineering Technology/Fling

sNetwork Outage/1999report.html.  The final reports for
1996, 1997, and 1998 are also available simply by changing the
year in the above URL. The posted reports are Adobe

Acrobat .pdf (portable document format) scans of the reports

provided by the carriers. Review of the reports will enable the
reader to become aware of significant problems impacting the
network.

PRO0S8 |Maintaining Link Diversity (replaces SN-07) - Industry Guidelines |B-5.2.7.1.1,
for Maintaining Link Diversity can be found in the NIIF Reference |B6.2.1
Document, Part Ill, Attachment G. The following are some of the
Operating Principles of the document: Link diversification
validation should be performed at a minimum of twice a year, at
least one of those validations shall include a physical validation of
equipment compared to the recorded documentation of diversity.

? The validation of diversification is the responsibility of every
network service provider that provides or utilizes SS7 links.

? Limitations on diversification should be considered atthe time off
deployment, such limitations may consist of, geography, facilities,
circuit design and tariffs.

PR09 |Off-Peak Scheduling (Formerly SN-03) - High risk, potentially B-5.2.4.5
service affecting maintainancemaintenance

and growth procedures should be scheduled during weekend and
off-hours.

PR10|Review Rehome Procedures - Network service providers carefully |B-5.2.8
review all rehome procedures and undertake meticulous pre-
planning before execution. Communication to all inter-connected
networks will be essential for success in the future. It is also

important to make sure that rehome procedures are carefully
followed.

PR11 |Review Detection & Manual Intervention Procedures - Network ~ |B-5.2.8
operators should be adequately trained in (1) detection of
conditions requiring intervention, (2) escalation procedures, and
(3) manual recovery techniques.

PR12 |Develop Crisis Management Exercises (Formerly SN-15) - During|B-6.2.2
the past several years a number of disastrous events, the
Oklahoma City bombing, the Midwest flooding, earthquakes in
California and hurricanes in Louisiana, Florida and Hawaii, have
prompted an increased awareness on the part of all members of
the telecommunication industry to the critical need to have a
Disaster Preparedness strategy. . This strategy should outline a
network service provider’s Disaster Preparedness organization,
the roles, responsibilities and training of its members and provide
for cooperative interaction amona both internal and external
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organizations. The purpose of this strategy is to provide for the
development of emergency plans that protect employees, ensure
service continuity and provide for the orderly restoration of critical
services in the event of a major network catastrophe.

PR13 Test a Network’s Operational Readiness through planned drms_or
simulated exercises. Service Providers should conduct exercises

periodically keeping the following goals in mind:

? The exercise should be as authentic as practical. Scripts should be

prepared in advance and team members should play their roles as

realistically as possible.

? While the staff must be w ell prepared, the actual exercise should be

conducted unannounced in order to test the responsiveness of the team

members and effectiveness of the emergency processes. Also, callout

rosters and emergency phone lists should be verified.

? Early in the exercise, make sure everyone understands that this is a

disaster simulation, not the real thing! This will avoid unnecessary

confusion and misunderstandings that could adversely affect service.

? ltis particularly important to coordinate disaster exercises w ith other

Service Providers and vendors.

? Itis very important immediately following the drill to critique the entire

procedure and identify

PR14 Validate Upgrades, new procedures and commands in Lab Environment |D-6.1.2
(Formerly DX -05 and DX-07) All Service Providers should establish and
document a process to plan, test, evaluate and implement all major change
activities onto their network. This industry best practice describes a
process that should include:

? The establishment of a multi-discipline core team, which includes
suppliers, to plan and implement changes. The team’s focus should be on
planning, testing, and evaluation of all major network elements and
systems

? The validation of all upgrades and procedures in a lab environment prior|
to the first application in the field.

? The creation of a “Methods of Procedure (MOP)” for each change adiviy|
that outlines the maintenance steps to be taken and an emergency
restoration plan.

Finally, it is highly recommended that, in response to the ever-increasing
amount of change activity being performed, each Service Provider
establish a “Change Management Control” (CMC) group to act as a
customer advocate. (

PR15 |Restrict Commands Available to Technicians D6.1.3
PR16 |Ensure Facility & DCS Databases in Sync D-6.1.3
PR217 |Initiate Procedures to Review Passwords D6.1.3
PR18 |Establish Procedure to Uninhibit Alarms after Provisioning D6.1.3

(Formerly DX-14) - The volume of alarms during provisioning
create a potential for alarm saturation and makes it very difficult to
differentiate between a real alarm and those caused by other
activities. A common practice is to simple inhibit these alarms or
set their thresholds so high they do not report. The danger here is
that there must be a fail-safe measure to turn these alarms back
on when the facility is carrying traffic.

PR19|Schedule System Backups (Formerly DX-22) - All Service D-6.1.8
Providers should establish policies and procedures that outline
how critical network element databases, (e.g. digital cross connect
system databases, switching system images), will be backed up
onto a storage medium (tape, optical diskettes, etc.) on a
scheduled basis. These policies and procedures should address,
at a minimum, the following:

? Database backup schedule and verification procedures

? Storage medium standards

? Storage medium labeling

? On site and off site storage

162




Appendix A Service Provider Best Practices Questionnaire

? Maintenance and certification

? Handling and disposal

The implementation of this practice will mitigate the impact of data
corruption or some other loss of a critical network database.

PR20 |Companies should appoint a Synchronization Coordinator for their|B-5.1.2.5, B-
company who will perform the responsibilities contained in SR-  [5.2.2.5, B-
TS\V-002275. Companies should provide the name of their gi%g B-

Synchronization Coordinator to the NIIF for inclusion in its
Companyits Company Specific Contact Directory.

PR21 |Companies should comply with the synchronization standards ~ |B-5.1.2.5, B-
addressed in the ANSI Standard T1.101, entitled "Digital Network |5-2.2.5, B-

Synchronization" 5.3.2.5, B
5.4.2.5
PR22 |Bilateral agreements should be established between B-5.1.3.1

interconnecting network providers in accordance with the bilateral
agreement template contained in Section 5.6.

PR23 |Bilateral agreements between interconnecting networks should [B-5.1.3.3
address the issue of fault isolation. At a minimum, these
agreements should address the escalation procedures to be used
when a problem occurs in one network. Second, the agreement
should address which company will be in charge for initiating
various diagnostic procedures. Finally, the agreement should
address what information will be shared between the
interconnected companies.

PR24 |To keep overflow traffic conditions from adversely affecting B-5.1.3.5, B-
interconnected networks, interconnected network providers should|5-4.3.5
utilize network surveillance and monitoring. In addition, companies
should follow the guidelines for advanced notification of media-
stimulated call-in events as outlined in Partin Part 6 of the NIIFthe
NIIF Reference Document concerning Media Stimulated Call-in
Events. . Further, interconnecting companies should include a
contact name for inclusion in the Company Specific Contact
Directory. Finally, interconnecting companies should address the
control of overflow conditions in their bilateral agreements.

PR25 |Information sharing should be utilized by all network providers to |B-5.1.6
minimize recurrence of service disruptions. . The guidelines
contained in the NIIFthe NIIF Reference Document can be used
for this purpose. . Additional requirements for the sharing of
information between interconnected companies should be
addressed in bilateral agreements.

PR26 |New entrants should, at a minimum, have a communications B-5.1.3.7
structure in place for timely notification of affected parties in the

event of disasters or emergencies.

PR27 |Companies should appoint and provide the name of a Mutual Aid|B-5.1.3.7
Coordinator to the NIIFthe NIIF for inclusion in the Companythe
Company Specific Contact Directory, which is published on a bi-
annual basis.
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NRIC Il Supplier Best Practices Questionnaire

Please enter your company name:

Name of contact person: Phone
No.:
Implementation
Purple (EEverywhere, Relative
Book NE-Nearly Effectiveness|Cost
Reference]Everywhere Rating (1- 5) [to
. C-Critical Places |(0-Don't Implement
Recommendation only, Know) (VL, L, M,
ID F-Few Places, H, VH)
N-Nowhere)
SPOQ1 [Software Fault Insertion B-5.2.4.5,
5.2.5.4.
SPQ2 |Hardware Fault Insertion B-5.2.4.5,
525.4.
SPQ3 |Review of Fault Recovery Actions B-5.2.4.5,
5.2.5.4.
SP04 [Minimize Initialization Durations ?2552215
SPO5 |Place Added Emphasis on Human Factors Design B-52.7.1.1
SPO6 |Failure Data Collect. & Root Cause Analysis B-6.1.1
SPQ7 |Enhance System Defensiveness to Service Affecting Activity G5.13
SPQ8 |Reduce Need for Scheduled Outages %5.2.3(1-
SPQ9 |Hardware & Software Fault Recovery Design Convergence G5.3.3(5-
6)
SP10 |Enhance Software Development Methodology G5.4.3(1-
10)
SP11 [Collaboration on Root Cause Analysis D6.1.1
SP12 |Establish Core Team to Plan, Test and Evaluate Change Activities|D-6.1.2
SP13 [Validate Upgrades in Lab Environment D6.1.2
SP14 |Eliminate Silent Failures D6.1.4,
6.1.8
SP15 |Establish Performance Levels D6.1.6
SP16 |Ensure Adequate Documentation D6.2.1,
6.2.2,6.2.3
SP17 |Establish Change Control Database D-6.2.3
SP18 |Pocument System Overview & Procedures D6.2.4
SP19 |DPevelop Acceptance Testing Checkoff Sheet D6.2.4
SP20 |Include Troubleshooting Flowcharts in Documentation D6.2.4
SP21 JUse Human Factors Considerations in Documentation D-6.2.5
Development
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SP22 |Develop Training for Customer Needs with Customer Testing D-6.2.7
SP23 |Update Training as Product Evolves D6.2.8
SP24 |Develop Training for Local & Centralized Tier 1/ 2 OAM&P D-6.2.9,
Personnel 6.2.10
SP25 |Improve Software Process D6.3
SP26 |Review Level of Inspection on Critical Components D6.4.1(a)
SP27 |Peploy Systems with Redundant Disk Drives D-6.4.1(c)
SP28 |Improve Documentation on Backup & Recovery D-6.4.1(d)
SP29 |Develop Redundant Controller Architecture D-6.4.2(a)
SP30 |Pevelop Better Automatic Congestion Control Mechanism Red Book
Section lll-
5.6
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Facilities Solution Team Best Practices Questionnaire

Please enter your company name:

Name of contact person:

[Phone No.:

Focus
Team

Recommendation

Categories

implementation

Value

Obsolete?] Too

(Y -Yes

N-No) N -No)

General?
(Y-Yes

Relative Cost
to Implement
(VL, L, M, H,
VH)

E-Everywhere,

NE - Nearly
Everywhere,

M - Only For Major
Routes

| - Isolated or Rare, N
- Nowhere

Planned
to
Implement
(Y.N)

Alternate
Solution
(Y,N)

Implement.
of Alternate
Solution

(E,NE,M,I,N)

Explanation
of Alternate
Solution

Effective-
ness
Rating
(1-9)
(0-Don't
Know)

Effective-
ness
Rating (1- 5
Of Alter-
native

Fiber

Adherence to Procedures

Fiber

Warning Tape - place tape 12 in.
above the cable

Fiber

Visible Cable Markings

Fiber

Respond Quickly to Locate
Requests

Fiber

Accurate Locates

ool B~lwW N

Fiber

Enhanced Locating Equipment - use|
current, and/or emerging
technologies

7 Fiber

Use of Plant Route Maps -
secondary checking of plant
drawings relative to marking

Fiber

Hand Dig in Safety Zone

Fiber

O |00

Technician Supervision - assign
technical personnel to observe
activties at work sites where digging
is underway

Fiber

On-Line Technical Support -
centralized support for technicians

Fiber

Cooperation With Contractors -easy
access, open communications with
contractors

EIEEIEE

Fiber

Training - continuous refresher
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training

Fiber

Contractor Awareness - public
service seminars, literature and
announcements

AR WERIN

Fiber

Contact With Land Owners -
proactively eductate and
communicate with right-of-way
owners

Fiber

Patrol Cable Routes

Fiber

Audits/Surveys of Plant - periodically
check and validate outside plant
records and data

Fiber

Barriers - place barriers around
poles and above ground structures

Fiber

Buried Cable - bury fiber cable in
accordance with standards

Fiber

Buried Facilities - bury structures out
of sight and to appropriate depths

Fiber

Shielding

Fiber

Protective Devices - use rodent
devices on poles and cable sheaths
in rodent infested areas

Fiber

Stronger Conduit - use reinforced
PVC pipe in rodent infested areas

Fiber

Separate Pole Lines - avoid joint use
utility poles with fiber optic cable if
justified by cost/benefit

Fiber

No Visible Markings - avoid use of
visible markings in areas prone to
vandalism

Fiber

Secured Manholes - use lockable
mandhole covers in areas prone to
vandalism

Fiber

Ventilate Manholes - install
automatic purging devices in
contaminated manholes

Pass comprehensive state one-call
legislation

CONINNIODN OON AN WNNDNEFEPNONOPRIORINEFEO RO -

Increase industry coordination and
cooperation on federal and state
nne.-call leniclatinn affaric
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one-call legislation efforts

O©N

FST-1

Establish a dedicated Cable
Damage Awareness/Prevention
Program with excavators, locators,
and municipalities

Identify critical routes and provide
these routes with additional
protection

FST-1

Promote the development of
industry standard markings

FST-1

Establish training, qualification and
performance evaluation of internal
and external utility locators

Design and place new facilities to
minimize risk; use subsurface utility
engineering

Provide physical diversity on critical
routes when justified by a thorough
risk/value analysis

Play active role on One-Call Board

Jointly relocate facilities

Employ courtesy or mutual right of
way jeopardy notification

Evaluate the performance of
contracted excavators against
internal performance

FST-1

Implement a rapid restoration
program with quick, easy access to
records

FST-1

Implement a rapid restoration
program aimed at reducing time to
locate faults

FST-1

Provide the communication and
equipment access needed for a
rapid restoration program

FST-1

Implement a rapid restoration
program with faster and better
dispatch

Implement a rapid restoration
program with comprehensive site
preparation

s BRI WEA(NDIPFP RO OW OOWNWOWOW A WWWNWIEFLPW OW

Provide the tools to implement a
rapid restoration program
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FST-1

Provide fast splicing as part of the
rapid restoration program

[QENIHENES

FST-1

Assess and implement most of the
DCS Focus Group’s

Recommendations when operating
large SONET/ATM ADM’s

FST-1

Take additional precautions when

deploying SONET OC-192 or 10G
bit/sec ADMs or DCSs

bl NbD

FST-2

Track and analyze facility outages
using the new categorization of
facility outages. Take action if any
substantial negative trend arises or
persists.

[Co 2NN

FST-2

Reestablish the Cable Electronics
Subteam to determine ways to
reduce the number and impact of
cable electronics outages.

o gl

FST-2

Follow the excavator best practices
described in the Minimum
Suggested Damage Prevention
Guidelines - Excavation Procedures
for Underground Facilities.

FST-2

Conform to the Minimum
Performance Guidelines for One-
Call Notification Systems.

FST-2

Conform to the Minimum Guidelines
for Facility Owners.

FST-2

Conform to the Guidelines for
Prospective Excavation Site
Delineation and Location Markout.

FST-2

Pass comprehensive federal One-
Call legislation by both Houses of
Congress.

ool o wooN o e Ol

Maintain the ATIS/NRSC Facilities
Solution Team for the Next Year to
Act as the Focal Point for Follow-Up.
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Appendix D —Service Provider Best Practice Questionnaire Results

This Appendix provides the graphs which indicate how each of the “old” Best Practices was
rated on effectiveness, implementation, and cogt. This Appendix provides results for the Service
Provider Best Practice Questionnaire that is listed in Appendix A. A high number for
effectiveness indicates that the respondents believed that this Best Practice was highly effective
in preventing outages. A high number for cogt indicates that this Best Practice is very codtly to
implement (relative to other potentid Best Practices). A high number for implementation
indicates that this Best Practice isimplemented everywhere.

The following Sx charts show the average rating of the Power Best Practices in terms of
effectiveness, implementation, and cogt (see the questionnare in Appendix A for a description of
these Best Practices). These Best Practices apply to Service Providers.
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Best Practice ID
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Thefallowing three charts show the average rating of the Essentid Services Best Practicesin
terms of effectiveness, implementation, and cost (see the questionnaire in Appendix A for a
description of these Best Practices). These Best Practices gpply to Service Providers.
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The following three charts show the average rating of the Procedurd Best Practices in terms of
effectiveness, implementation, and cost (see the questionnaire in Appendix A for a description of
these Best Practices). These Best Practices gpply to Service Providers.
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This Appendix provides three graphs which indicate how each of the “old” supplier Best
Practices was rated on effectiveness, implementation, and cost. This Appendix provides results
for the Supplier Best Practice Questionnaire that are lised in Appendix B. A high number for
effectivenessindicates that the respondents believed thet this Best Practice was highly effective
in preventing outages. A high number for cogt indicates that this Bet Practice is very codlly to
implement (rddive to other potentia Best Practices). A high number for implementation
indicates that this Best Practice isimplemented everywhere.
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This Appendix provides three grgphs which indicate how each of the“old” fadilities Best
Practices was rated on effectiveness, implementation, and cost. This Appendix provides
results for the Facilities Best Practice Questionnaire that are listed in Appendix F. A high
number for effectivenessindicates that the respondents believed that this Best Practice
was highly effective in preventing outages. A high number for cogt indicates thet this
Best Practiceis very costly to implement (relative to other potentiad Best Practices). A
high number for implementation indicates that this Best Practice is implemented
everywhere.
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Focus Group 3 Subcommittee 2

Data Analyssand Future Considerations Team

1. Executive Summary
Background

The current Federd Communications Commisson (FCC) outage reporting requirements
were developed following a series of mgor service outages in various loca exchange and
inter-exchange common carrier wirdine telephone networks in the early 1990s. These
outages were unprecedented in scale and scope, and raised concerns about the
fundamentd rdiability of the nation’s public switched tdlephone network infrastructure,
At the time, there were no objective measures available to alow an effective response.
The FCC and the tedlecommunications industry worked together to codify the appropriate
criteria and procedures for reporting maor outages that became 47 CFR 63.100.

Today, the FCC outage reporting “process' has evolved into a cooperative one. The
outage reports are available for use by other federd agencies and sate public service
commissions, which may reduce their need to request further reporting. Carriersgain
ingght into reigbility issues from information sharing and identification of trendsin
outage causes and types. Cugtomers benfit from the continuous focus on reliability
improvement by service providers and equipment vendors

Current Stuation

Since the FCC firgt adopted its outage reporting rules in February 1992, the industry hes
changed dramatically. The FCC recognizes that the nation isinterested in the rdiability
of communications services beyond the wirdline switched voice services offered by
telecommuni cations common carriers (which are subject to the outage reporting
requirements). The wirdline network represents alarge but dowly growing segment of
the telecommunications industry while other segments (CMRS [Commercid Mohile
Radio Services|, satdlite, cable, data networking and Internet Service Providers[1SP9)
are expanding at rapid rates with new services. Some of these segments have now
become sgnificant portions of the overdl tedlecommunications market. Periodicaly,
sarvice digruptions affecting "'non-reporting” services such as satdlite received
widespread attention in the media

The FCC has referred the matter to Network Religbility and Interoperability Coundil
(NRIC 1V) asreflected in the following section from the NRIC |V charter:



National Network Reliability: The committee will report on
the reliability of public telecommunications network
servicesin the United Sates and will determine whether
“best practices’ previously recommended should be
modified or supplemented. It will also develop a proposal
for future consideration relative to extending these best
practicesto other industry segments not presently included
in current practices.

The FCC has never officidly identified these “ other ssgments’. Neither has the FCC
recommended reporting criteriafor them. However, discussons with the Commisson’'s
daff have darified this charge to include identifying additiona industry segments, and
recommending tools that the Commisson may need to consder for indusionin the
reporting criteria for these additiond segments. The industry segments thet are of
concern to the FCC are CMRS, satellite, cable, data networking and internet. Given the
rapid increase in the public's rdiance on these services, some collection of service
disruption datamay be appropriate to consider.

NRIC IV Focus Group 3 Subcommittee 2 has undertaken areview of current outage
reporting processes for wire line carriers and made a suggestion for a direction for non-
wireline service providers because:

» Thepublicisincreasngly dependent on services provided by
non-wire line carriers.

» Asareault, emerging segments have an increasing public safety
impact.

Although the market penetration of non-wireline sarvices is increasing, many consumers
in business and residential markets employ avariety of wirdiine and no-wirdine
telecommunications services. The range extends from traditiond circuit switched
systems on the Public Switched Telephone Network (PSTN) to broadband systems based
on frame relay and packet switching networks. The subcommittee recognizes that the
range of service options now available may mitigate the impact of an outage in any one
industry segment today. The committee also recognizes thet there are interdependencies
among these sarvice options.

Recommendations



The Subcommittee developed a set of recommendations that were presented to NRIC IV
on October 14, 1999. These recommendations are listed below and discussed in more

detall in Section 5 of this report.

1. A voluntary trid is recommended with participation by service providers of CMRS
(Commercid Mobile Radio Services), satdlite, cable, data networking and Internet
Sarvice Providers (1SPs) to dert Nationd Communications Sysems/Nationd
Coordinating Center for Tdecommunications (NCS/NCC) of outagesthet are likey
to have sgnificant public impact.

> Indudtry associations should provide an informetiond natice to their
membership to inform them of avoluntary outage reporting trid and
encourage their participation.

» Andyssof the data from the voluntary trid should be done by a
neutrd party. Thisandyss should be smilar in scope to the andlysis
conducted on wirdline carrier segments.

» At the completion of avoluntary trid period (minimum 1-year) an
evaudion of the effectiveness of the data for usefulnessto participants
and the FCC should be undertaken.

» Datashould be hdd confidentid. A Freedom of Informetion Act
(FOIA) exemption may be needed in order to fadilitate participation in
the voluntary trid.

» A process for reporting data during the voluntary trid, indluding what
report fields need to be populated and time frames for filing reports,
has been addressed and isinduded in the Find Report.

2. Cariersshould utilize the Network Rdiability Steering Committee (NRSC) Wirdine
Outage Reporting Guiddines (Revisad 1999) in compliance with Section 63.100.
These guiddines reflect updated reporting requirements affecting 30,000 customer
threshold, Frerdaed incidents, E911, and mgor arportslis. The revised
Guiddines dso darify who should report and under what conditions reporting is
required.

3. A NRSC reporting template that provides ajob aid for completing the FCC Sarvice
Disruption Reports should be utilized by industry segments currently reporting in
compliance with 63.100. Thistemplate should dso be usad by industry segments that
will report as part of the voluntary trid of outage reporting for CMRS, satdllite, cable,
data networking and Internet Service Providers. Thetemplateisavailable on the
Alliance for Tdecommunications Industry Solutions (ATIS) web Ste.



4. Industry communication of NRIC IV “Best Practices’ to CMRS, sadlite, cable, ISP,
data networking service providers is recommended.

5. Astechnology continues to evolve and consumers increasingly have multiple paths
for communiceation, reporting processes should be reviewed with an eyeto
diminating redundant or non-vaue added reporting requirements.
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2. Background

The FCC initiated rulemaking to establish common carrier outage reporting
requirements stating, “...we currently have no systematic way by which to
become informed quickly of significant service outages, and we are unable
to determine whether particular kinds of technology or equipment or other
changes may threaten service reliability.” These requirements addressed
the Commission’s need for real time notification of major outages in order
to respond to inquiries, and to gather data upon which to base conclusions
regarding the "health” of the nation’s telecommunications infrastructure.

Theinitid Rules were adopted in February 1992 shortly before the FCC convened the

origind NRC and were based on the threshold for reporting on “customers’. The

Commission referred a number of issues with respect to outage reporting to the first NRC,
now known as NRIC, which formed the Threshold Reporting Group (TRG) to address

them. Subseguent rulemaking activities have further modified the requirements.

Increased industry involvement hasimproved the ability of carriers to implement

reporting and strengthened the relaionship of the reporting requirements to service

reiability and actud customer impact.

The NRSC was established by the NRC under the auspices of Alliance for
Tdecommunications Industry Solutions (ATIS). ATISisan association opento dl
segments of the telecommunications industry. Tdecommunications carriers, service
providers and equipment manufacturers follow common standards and operating
procedures to ensure interoperability between equipment and networks. The NRSCisa
consensus based industry commiittee formed to, “anayze the industry’ s reporting of
network outages to identify trends, digtribute the results of itsfindings to industry, and
where gpplicable refer matters to appropriate industry forums for further resolution, in
order to help ensure a continued high leve of network relighility.”

The analyss performed by the NRSC provides aready answer to the questions raised
regarding the rdiability of the nation’s tdecommunicaions infrastructure. Thisanaysis
aso identifies areas where improvement efforts can mogt effectively be targeted. These
aress are addressed by NRSC and NRC/NRIC efforts. These efforts have resulted in the
development of abody of rdigbility improvement recommendations, or “best practices’
that are being evauated and revised by Subcommittee 1 of this Focus Group to assure
they are viable and gpplicable to today’ s telecommunications networks. The “best
practices’ are currently being updated as part of NRIC 1V and will be published on the
ATIS web gte in January, 2000.



2.1 Scope Statement

NRIC Focus Group 3 Subcommittee 2 developed a scope statement during
its October and November 1998 meetings. It was refined throughout the
team’s work activities to reflect learnings acquired through the study and
recommendation process. The scope statement listed below is the final
iteration.

The scope of the NRIC 1V Focus Group 3 Subcommittee 2 isto:

analyze current outage reporting criteria and data with an
emphasison their effectiveness.

suggest clarification of the current reporting criteria for incidents
on sub-network or leased capacity Situations if appropriate.
identify additional industry segments (e.g., cable, Internet Service
Provider, satellite, and wireless) and tools that the Commission
may need to consider for inclusion in the reporting criteria.

assess the likely impact of new and changing technologies and
services (e.g., internet services, ATM, Frame Relay) on network
reliability.

review and consider smilar effortsfor outage reporting that are
underway (e.g., CIAO Critical Infrastructure Assurance Office)
for a singular outage reporting process, to multiple government
and industry entities (e.g., FCC, Department of Commerce, NCS).
suggest a direction for reporting outages and/or incidents which
adversely affect current and future telecommunications services.

Figure 1: Scope Statement

2.2 Ddiverablesand Work Plan

Subcommittee 2 was chartered with their work initiative during the opening
NRIC IV Meeting on October 14, 1998. Per the Work Plan (see below)
Subcommittee 2 first met on November 3, 1998 and met regularly via
conference calls and meetings. Its’ recommendations were presented to
the NRIC IV on October 14, 1999. Status reports were provided to the NRIC
IV during their regular quarterly meetings and were available to the public
viathe NRIC IV web site.



Date/T | Logistics | Work Activity
ime
Oct. 14, 1998 NRIC Initial charter presented
Nov. 3, 1998 Mesting | dentify Team Members
10:00 —-2:00 Newark Draft Detailed Work Plan
Airport Review NRIC |1 Recommendations
Nov. 24, 1998 NRSC Status Report on Subcommittee 2
Dec. 8, 1998 Mesting Draft Scope Statement
1:00-5:00 Atlanta Data Callection Discusson
Presentation PDD 63
Jan. 14, 1999 NRIC Status Report on Subcommittee?
Jan. 21, 1999 Conference | Finalize Scope Statement
1:00 — 4:00 Call | dentify Task Teams & Assign Members
Feb. 24, 1999 Mesting Task Team Readouts & Discussion
1:00 - 5:00 ATIS Finalize Work Plan Timdline
Feb. 25, 1999 NRSC Status Report on Subcommittee 2
Mar. 18, 1999 | Mesting Discuss Draft Questionnaire and Process
1:00- 5:00 ATIS Finalize Timeline, Funding Details, Survey
Recipients
Apr. 14, 1999 NRIC Readout
Apr. 27,1999 Conference | Review Draft Recommendation Task Team 1
1:00 - 4:00 Call Review Draft Outage Report Guidelinesand
Outage Reporting Template; Review Survey
Satus
May 26, 1999 Mesting Status/Readout Task Teams
1:00-5:00 ATIS Preliminary Review of Survey Results
Presentation of “ Alert Situation” Matrix
May 27, 1999 NRSC Status Report on Subcommittee 2
June 16, 1999 | Mesdting Task Team 1 Final Recommendations
10:00-3:00 Newark Report Template Feasbility | ssues
Airport Review Survey Results
Discussion “Alert Situations’ Criteria
July 1, 1999 Conference | Review Surrogate Proposalsfor Industry
1:00 - 3:00 Call Segments
Review Survey Results
Review NRIC 7/14 Presentation
July 14, 1999 NRIC Subcommittee 2 Activities Status and Survey
Results
Aug. 6, 1999 Mesting Review Final Survey Results
8:30-1:30 ATIS Develop Industry “ Alert Situation” Criteria
Aug. 25,1999 | Medting Discussion “ Alert Stuations’
1:00-5:00 ATIS Review and gain consensus around final
recommendations
Aug. 26, 1999 NRSC Status Report on Subcommittee 2
Oct. 7, 1999 Meeting Finalize“ Alert Stuation” Definitions




1:00-5:00 Newark Review Draft 1 of Final Report
Airport
Oct. 14, 1999 NRIC Final Recommendations Readout
Oct. 25, 1999 Conference | Incorporate Feedback from NRIC into Final
1:00-4:00 Call Report
Nov. 22, 1999 Mesting Define details for Report distribution
1:00 - 5:00 ATIS Wrap up open items
Dec, 1999 NRSC Final Report Filed
Jan. 6, 2000 NRIC | Final Report Presentation

Figure 2: Schedule’Work Plan

2.3 Organization of Technical Paper

Section 1 Executive Summary: Background, Current Situation and
Recommendations

Section 2 Background: Scope Statement: Ddliverables and Work Plan

Section 3 Team Structure: Organization of Task Teams

Section 4 Data Collection and Andys's Methodology

Section 5 Findings and Recommendations

Section 6 Acknowledgement

Appendix A Data Collection Quegtionnare

Appendix B Data Callection Questionnaire Results

Appendix C Acronyms

Appendix D Guiddines for FCC Reportable Outages

Appendix E NRSC Wireine Outage Reporting Template

Appendix F NRSC Indructions for Completing Wirdine Outage Template

Appendix G FAA Large and Medium Hubs

Appendix H Non-Wirdline Reporting Informetion FHeds

Appendix | Non-Wirdine Reporting Information Field Descriptions
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3. Team Structure and Team Members

3.1 Subcommittee M ember ship

The Subcommittee is comprised of members representing businessesin the
telecommunications and information industry. Representatives from competitive access
providers, loca exchange carriers, inter-exchange carriers, telecommunications
equipment manufacturers, satdlite, cable and key industry assodiations, induding

Internet Service Providers, were asked to participate in the subcommittee. The following
list of people indicates the contributors to the Subcommittee effort.

Name Company
PJAduskevicz* AT&T
Ray Albers Bdl Atlantic
Brad Blanken CTIA
AyannaCddwell Ameritech
Rick Canaday AT&T
Wayne Chiles Bdl Atlatic
Royce Davis GTE Network Sarvices
Perry Fergus Booz Allen & Hamilton
Judy Glatz AT&T
Glenn Grotefdd Matorola
Rick Harrison Tdcordia Technologies
John Hedly Tedcordia Technologies
Bill Klen ATIS
J R. Lofgtedt U SWEST
Norb Lucash USTA
Gabor Luka National Communications System
Soilios Makris Tdcordia Technologies
Clyde Miller Nortel Networks
Clayton Mowry SIA
David Opferman Matorola
Gary Pdlegrino Bdl Atlantic Maohile
Michael Posch Ameritech
Karl Rauscher Lucent Technologies
IraRicher Corporation for National Research Initiatives
Harold Sdters PCIA
Bill Scheffler AT&T BIS
Andy Scott NCTA
Scott Taylor BdlSouth



Jerry Usry Sorint

* Team Leader

3.2 Tak Team Members

The subcommittee organized into task teams to address key aress identified in the scope
Statement.

3.2a Interface Tak Team

Task Team 1, the Interface Task Team reviewed ongoing efforts to gather data on
outages (e.g., [CIAQ] Ciriticd Infragtructure Assurance Office) including criteriafor a
sngular outage reporting process to multiple government and industry entities (e.g.,
Federd Communications Commisson, Department of Commerce, Nationd
Communications Sygem [NCY). Team members were:

J. R. Lofstedt*
Gabor Luka
Perry Fergus

3.2b Current Process Tak Team

Task Team 2, the Current Process Task Team anadlyzed current outage reporting criteria
and datawith an emphasis on its effectiveness and suggested darification of the current
reporting criteria for incidents on sub-network or leased capacity Stuations. Team
members were:

Bill Klen* Wayne Chiles
AyannaCadwdl Michael Posch
Rick Canaday Jerry Usty

3.2c Future Consderations Task Team

Task Team 3, the Future Congderations Team identified additiond industry segments
and tools that the Commission may need to condder for incluson in the reporting criteria
and assessed a direction for reporting outages and/or incidents that adversdly affect
current and future telecommunications services. Team members were:

PJAduskevicz * Ray Albers
Rick Canaday Judy Glaz
Glenn Grotefdd Dave Opferman
Gary Pdlegrino IraRicher

Harold Sdters



3.2d Recommendation Team

Task Team 4, the Recommendation Team suggested a direction for reporting outages or
incidents that adversaly affect current and future tedecommunications sarvices. The
Recommendation Team developed the Subcommittee Find Report. Team Members

wee
Judy Glaz
Subcommittee Members

* Team Leader
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4. Data Coallection and Analysis M ethodology

4.1 Interface Task Team

To accomplish its work, the Interface Task Team began by reviewing current outage
reporting criteria and information flows, and identifying activities and organizations thet
have ardated role in the current FCC outage reporting process. Asapart of this
preliminary sep, Presdentia Decison Directive 63 (PDD 63) Protecting America’s
Critical Infrastructure White Paper was reviewed to identify entitieswhich may have a
role in future outage reporting processes and criteria development. PDD 63 outlines the
adminigration’s palicy on critica infrastructure protection. Theresult of thisinitia
activity was verification that specific organizations (i.e, Naiond Communications
System [NCS], Nationd Infrastructure Protection Center [NIPC]), were expected to be
the focus of continued data collection and analyss efforts. The role of another PDD 63
related organization, the Criticd Infrastructure Assurance Office (CIAO), wasaso
reviewed and found to have no operationd outage reporting role. The CIAO is currently
focusing on fadilitating development of anaiond plan to ensure criticd infrastructure
protection.

The Interface Task Team then developed potentia information sources and collected data
on the organizations objectives, activities, and plans related to outage reporting. Data
was collected viaa number of methods, induding 1) reviewing mission Satements,
program plans, and concept of operations documents, 2) conversing with and

interviewing organization representatives or support personnd viateephone or face-to-
face, and 3) reviewing related informeation (e.g., organization Web pages, srategic
planning documents).

Fndly, the Interface Task Team synthesized the collected data, compared and contrasted
organizationd roles, responghilities and plans, and developed recommendations for

review by the other Subcommittee 2 Tasks Teams. The Interface Task Team generdly
worked as ateam in its andyss efforts, with each member serving as a point of contact to
aspecific organization for data collection purposes. The team met and communicated
throughout the sudy period in person, viae-mail and through telephone conference cdls.

4.2 Current Process Team



4.2.1 Reporting Criteria

To accomplish its work, the Current Process Task Team began by reviewing the current
outage reporting criteriawith an emphags on ther effectiveness in mesting the
Commission’s gods to become informed quickly of serious disruptions, and to gather,
andyze and share information useful to ensure network relidbility.

Most outages are filed with the FCC pursuant to the Commisson’s Rulesin Part 63.100
because they meet the primary reporting criteria: service to 30,000 or more cusomers
being impacted for 30 minutes or more. Theinitid (primary) reporting criteria
established by the Commission required the reporting of service disruptions impacting
50,000 or more cugtomers for 30 minutes or more, but was amended on the
recommendation of the Network Rdiability Council. At that time, it was estimated that
lowering the threshold would triple the number of centra offices subject to reporting
requirements, thereby providing sgnificantly more reliability information to the
Commission and industry, without overburdening ether. The current threshold has
achieved thisbdance. On average, over thefirgt seven years of reporting, there have
been 170 reportable outages annualy which meet these criteria, providing more then
enough data points for datistica andyss of these outages.

The FCC dso established separate reporting requirements for outages affecting 911
Sarvice. Based on the recommendation of the Threshold Reporting Group, during

NRC I, carriersinitidly agreed to report service disruptions to E911 tandem switches,
regardless of the number of lines affected, if the incident lasted for 30 minutes or more,
without aternate routing being implemented.  Subssquently in Augugt 1994, the FCC
ordered carriers to report outages “when more than 25% of the linesto any PSAP were
disrupted and there was no autométic rerouting to an dternate PSAP’. Asaresult of this
more indusve threshold, more than nine times the number of E911 service outages were
reported under these requirements than had been reported previoudy, afar greater
reporting burden than anticipated. Carriers sought reconsderation of these rules and the
Commission subsaquently revised the reporting requirements for E911 Sarvicein its
October 1995 Order. Asaresult, the reporting frequency reverted to previous levels.
Most E911 outages reported dso fal within the 30,000 customer/30 minute criteria
discussed above. However, asmal number fal below these criteria and for Satisticd
reasons are analyzed separatdy by the NRSC. To date, the NRSC andyses of these
outages as performed by the NRSC consistently track with the larger outages.

A third set of reporting criteria have been established for outages that occur due to fire.
Under this requirement a carrier must report any firerelated incident that impacts 1,000
or more sarvice linesfor aperiod of 30 minutes or more. While the Commission was
petitioned to exclude incidents where fires consume telephone poles and aerid cable,
these petitions were denied. The Commisson saed itsinterest in “network
vulnerabilities even where the cause of an outage is beyond the control of acarrier ...”
The frequency of fire-reaed outages islow and to date has not increased the reporting
burden of carriers.



Thefind set of reporting requirements are those for “specid fadilities’ such asmgor
arports, mgior military ingdlations, key government facilities, and nudlear power plants,
Outages that meet the reporting criteriafa mgor arrports are submitted by the carrier
directly tothe FCC. “Misson affecting” outages a mgor military ingdlations, key
government facilities and nuclear power plants are reported first to the NCS. The NCS
will then ether forward it on to the FCC or hold the report a the NCS due to the critica
neture of the outage. There have been alimited number of specid facility outages
reported to the Commission during the past Sx years, imposing little burden on reporting
cariers. Andyss of these outages by the NRSC yields results smilar to 911 outages that
track consgtent with larger outages.

4.2.2 Reporting Data

The Current Process Task Team d o investigated the effectiveness of the datarequired in
current outage reports. When submitting their fina reports to the Commission, carriers
are required to report the following information: the date and time of the commencement
of the outage, the geographic area affected, the number of customers affected, the types
of services affected, the duration of the outage, the number of blocked calls during the
outage, the gpparent or known cause of the outage, the name and type of equipment
involved, the specific part of the network affected, methods used to restore service, seps
taken to prevent recurrence of the outage, the root cause of the outage, and alisting and
evauaion of any best practices or industry standards which may have diminated or
amdiorated outages of the reported type. Industry representatives, and particularly those
on the NRSC Data Andyss Team, have indicated that these data are sufficient to andyze
outages and recommend solutions. However, thereisalack of congstency among
cariersin the quality of the data provided and the uniformity in how the data are reported
to the FCC.

4.2.3 Sub-Network L eased Capacity

The Task Team d <0 invedtigated the current criteria for incidents on sub-networks or
leased capacity to determineif darification of the criteriawas necessary. The Task Team
determined that the current definition for reporting these types of outagesis sufficiently
clear and complete. Carriers required to report outages pursuant to Part 63.100 must
ensure that al gppropriate field personnd responsible for outage reporting understand the
reporting criteria.

4.3 Future Condderations Tak Team

The Future Consderations Task Team determined that it needed information from
segments of nontraditiona telecommunications and information companiesto fulfill its
misson. These companiesinduded CMRS, satdllite, cable, data networking, and ISP
companies. The Task Team developed a questionnaire to survey representatives of these



industry segments on their practices for network monitoring, outage andysis and
reporting, outage information sharing, customer natification, disaster recovery, mutud
ad, and knowledge of earlier NRIC recommendations.

The remainder of this section describes the questionnaire and the process used to
adminiger it. 1t dso summarizes the number of responses from the various industry
ssgments.

4.3.1 Questionnaire Description

The body of the questionnaire conssted of 16 questions, severd of which had multiple
subquestions. Mogt of the questionnaire was composed of checkboxes to lessen the effort

required tofill it out.

Questions 1 and 2 were both amed at information on network monitoring. Question 1
asked whether the company currently monitored the network for service degradetion or
sarvice outage. Question 2 asked what parts of the network are monitored for service
degradation or service outage. Mgor types of equipment in the inter-node network and
in the access network were listed.

Question 3 asked for criteria used to define a service outage and service degradation. The
guestion was operrended. The last part of question 3 asked for the thresholds used to
define various levels of service degradation and outage.

Question 4 addressed how service degradation or service outage is andyzed by the
company. Subquestions asked whether the company andyzes the root cause of individud
events, andyzes trends, prepares tracking reports, or maintains ahigoricd file of reports.

Quedtions 5 through 7 were concerned with information sharing. Question 5 asked with
whom any of thisinformation was shared. Question 6 asked for alig of faumsat which
information is shared. Question 7 asked for any condition under which information
sharing occurs.

Quegtions 8 and 9 were concerned with natification. In particular, Question 8 asked

whether customers and government bodies were notified of service outage or degradation.
Question 9 asked how customers were natified. Respondents were asked to check

whether the mechanism was TV, radio, recorded announcement, etc.

Questions 10 asked whether the company had a disaster recovery plan.

Question 11 asked whether there were back-up facilities for services carried over leased
facilities. The question was added because of recent outages over leased facilities.

Quegtion 12 asked whether the company had forma or informa mutua aid agreements
with other companies.



Quegtions 13 and 14 asked whether companies were familiar with NRC
recommendeations and whether they had implemented these recommendations.

Quedtions 15 and 16 were both about the impact measures. Question 15 asked whether
the company was familiar with the T1A1.2 impact measure. Question 16 asked whether
the company had implemented some other measure of customer impact.

A copy of the questionnareis provided in Appendix A.
4.3.2 Daa Callection and Anays's Process

Focus Group 3 Subcommittee 2 decided to use Te cordia Technologies as the centra
point for requesting, collecting, compiling and aggregating data for itsteams. All data
collected by Te cordia Technologies was tregted as proprietary information. Specific
references to individua respondents were removed and the Subcommittee only reviewed
aggregated results.

The NRIC IV wanted aview of nontraditional segments of the industry. Subcommittee 2
contained representatives from PCIA, CTIA, NCTA, SIA, USTA, and ISPs. These
representatives ather provided names of contacts to whom the questionnaire was sent or
directly sent the questionnaires to contects.  All questionnaires were returned viae-mall,
fax or regular mail to Tecordia Technologies.

Theorigind st of questionnaires was sent out on April 15, 1999. The origind cutoff
date for completing the questionnaireswas May 1, 1999. This cutoff date was extended
until July 9. By duly 9, twenty-five questionnaires had been returned. Thefind totd of
completed questionnairesiis listed in Figure 3 below. Severd companiesfit into more
than one category. Asaresult, the numbersin the second column of Figure 3 reflect 31
segment responses from 25 companies.

The results were aggregated and summarized over al industry segments, and as the
Subcommittee deemed gppropriate by segment. Although the Subcommittee would have
preferred alarger sample, the team believes that the results are indicative of companiesin
each of the industry segments. Te cordia Technologies forwarded graphs to the team that
summarized the results to use as input for thisreport. In addition, opern-ended responses
to the questionnaire were sent to the team. The team then andyzed these graphs and
tables. The team's conclusions gppear in Section 5 of this report.



Industry Segment No. of Segment
Responses

Cdlular/PCSOther Wirdess 13
| SP/Internet Operator 7
Satdlite Services 4
Paging/Messaging 3
Cable Operator-Teephony 2
Network Wholesdle Provider 1
SS7 Carrier 1
Tota 31

Figure 3. Data Questionnaire Responses
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Data Analysisand Future Consderations Team
5. Findings and Recommendations

5.1 Interface Task Team Findings and Recommendations

The task teeam’sinitid investigation revedled that, aside from the current FCC outage
reporting process, there exists no mandatory singular outage reporting criteria or process,
and no data gathering or analysis, applicable to multiple government and industry entities.
There are, however, severd exigting and proposed channds that providers of dataand
telecommunication services use to voluntarily share outage and intruson informeation

with public and/or private organizations, Government departments and agencies, and

other entities. The figure below illustrates severd of these channels as represented by the
Presdent’s Nationd Security Telecommunications Advisory Committee (NSTAC) inits
report, Telecommunications Outage and Intrusion Information Sharing Report, June
1999. Asdated earlier, the Interface Task Team focused its data collection efforts on
two of these organizations, the NCS/NCC and the NIPC.

Figure4: Sample Information Sharing Channels
The limited scope was deemed gppropriate because 1) both organizations are actively
addressing future outage reporting process and criteria development, and 2) both have

Industry

"Alert Situation" Criteria Outage Examples

Segment
A system level failure affecting
wireless customer calls and Wireless Mobile Telephone
CMRS Wireless preventing new calls for 30 minutes or| Switching Office (MTSO) failure.
more.
Paging Switch isolated from PSTN.
A failure that would cause a loss of Failure of Head Ends (Class 5
Cable Teleohon cable telephony service to 30,000 or switch, etc) which serves a
phony more customers for 30 minutes or minimum of 30,000 telephony
more. (reported through 63.100) customers.
A failure that would cause a loss of ]
ISPs service to a large number of A Domain N]:‘:lr_r e Server (DNS)
customers for 30 minutes or more. alure.
A failure that causes loss of service to .
Satellite 30,000 or more customers for 30 or LEO - Loss of mul customer
) shared earth station.
more minutes
GEO - Failure of transponders.
Data l_\letworklng A failure that causes a loss of service .
Including Multiple Asychronous Transfer
Broadband to 30,000 or more customers for 30 or Mode (ATM) switch failures
AcCess more minutes. )

important rolesin addressng PDD 63, which outlines the Adminigtration’s policy on

critica infrastructure protection. NCC and NIPC-rdaed findings are further discussed




beow. For spedific information on the other organizations in the figure and their
interreationships, the reader isreferred to the NSTAC report.

5.1.1 National Communications System (NCC)

The NCC was established in January 1984. Asajoint industry-government operation,

the NCC is the mechanism by which the federd government and the td ecommunications
industry jointly respond to nationa security and emergency preparedness (NSEP)
telecommunicaions service requirements. While the primary focus of the NCC is NSEP
telecommunications needs, the NCC aso monitors the satus of dl essentia
telecommunications fadilities induding public switched networks* Voluntary and
cooperative outage reporting procedures are in place and support the NCC' s efforts to
promote the efficacy of NS/EP communications.

The NCC is operated by the Manager, NCS, and has participants representing
telecommuni cations companies and Government departments and agencies. The NCC
has two categories of participants, resdent and nonresdent. Resident industry
paticpantsae AT& T, COMSAT, GTE, ITT Indudries MCI WorldCom, Nationa
Tedecommunications Alliance, and Sprint. Resident Government departments and
agencies are the Department of Defense (DOD), Department of State (DOS), Federd
Emergency Management Agency (FEMA), and Generd Sarvices Adminigration (GSA).
Non-NCC industry and government entities dso may submit reports to the NCC.

Asdgated in the NSTAC report on outage and intruson information sharing, reporting to
the NCC is done using whatever means necessary to ensure the ddlivery of the
information. Much of the reporting is done via public switched telephone network,
e-mail, or in person through resdert company or agency representatives. The use of
encryption is being examined by the NCC and participating companies as a means of
exchanging sengtive information.

The NCC is dso respongble for reporting specid facility outages to the FCC. Any
mission-affecting telecommunications outage at any special facility (nuclear power plants,
mgor military ingdlaions, and key government facilities) reported to the NCC thet is

expected to lagt or lagts a least 30 minutesis aso reported to the FCC.

In ddition to itstraditiond tedecommunications-oriented role, the NCC isaso

developing a high-level concept of operations (CONOPS) for addressing enhanced cyber
indications, assessment, and warning (IAW) capabilities. This effort amsto meet
specific goas such as the ahility to identify new or resurrected infrastructure intrusons
and attacks, and to inform industry and fadilitate implementation of mitigation Srategies.

! Definitions of “NS/EP services” and “Essential” NS/EP can be found in FCC GEN Docket No. 87-505,
NS/EP TSP System Report and Order, November 1988.



Currently, the NCC is engaged in requirement evaugtion and program planning activities



to support its recently-gppointed Information Sharing and Analysis Center (ISAC) role.
ThelSAC isin the developmentd stage with much discussion teking place. As
conceptudized in PDD 63, the private sector will develop the design and function of an
ISAC. Itisenvisoned that the ISAC will provide amechanism for gethering, andlyzing,
appropriately sanitizing and dissemingting private sector informetion to both industry and
the NIPC. The information sharing mechanism is not to interfere with any direct
information exchanges between companies and the government. Potentid ISAC
information flow isillugtrated in the figure below. Additiond informetion on the ISAC
can be found in PDD 63 and the previoudy referenced NSTAC report.

Figure5: Potential ISAC Information Flow

The Interface Task Team bdieves that the NCC iswell pogitioned to support ISAC
cgpabilities. Firg, the NCC has a proven track record of supporting successful joint
industry government information sharing. Mutud trug, vita to support information
sharing, dready exigts between NCC government and industry representatives, and
parties understand the sengtivities and implications of ingppropriate disclosure of
information. Additiondly, the NCC has established information sharing policiesand
procedures that can be built upon to support required ISAC interfaces. The NCC is
currently working with other entities (e.g., NIPC, CIAQ) in conjunction with PDD 63
guidance.

5.1.2 National Infrastructure Protection Center (NIPC)

The Department of Judtice and the FBI established the NIPC in February 1998 at FBI
Headquartersin Washington, D.C. The mission of the NIPC is both anationd security
and law enforcement effort to detect, deter, assess, warn of, respond to, and investigate
computer intrusons and unlawful acts both physica and "cyber," that threeten or target
the nation’s critica infragtructures. As envisoned in PDD 63, the NIPC serves asthe
nationd foca point for threat assessment, warning, investigation, and response to attacks
on thecritical infrastructures.

The NIPC is an interagency center operating within the FBI. As stated in the referenced
NSTAC report, the center is desgned to include representatives from the FBI, DOD, the
intelligence community, other Federd departments and agencies, State and local law
enforcement, and private indudtry.

Asardatively new organization, the NIPC is currently working to establish mechaniams
to increase the sharing of vulnerability and threet informetion between the government
and private indudry, aswell aswith the NCC. Service providersfrom dl industry
segments should support development of information sharing channds between NCC and
the NIPC to ensure the effectiveness of information sharing between the entities.



An example of NIPC information sharing is the InfraGard program which provides
seved functions for InfraGard members, including aforum for education and training on
infrastructure vulnerabilities and protection measures, and the provision of threet
advisories, derts, and warnings. Types of information to be shared with the NIPC
include actud or attempted computer intrusons involving critica infrastructures as well
asphysica attacks on theinfrastructures. Private sector reporting of informetion to the
NIPC isvoluntary. Based on the above findings, the Interface Task Team made the
suggestions liged below. Service Providers can dso avall themselves of this reporting
process.

" TheNRIC should recognize the NCS/NCC as the focd point for joint government
industry informeation sharing and support its developing ISAC misson. The exiding
FCC outage reporting process is complemented by current NCC processes and
planned NCC capahilities (eg., AW capahility, ICAS functions).

To ensure the effectiveness of the NCC's developing ISAC role, dl service providers
should work cooperatively with the NCC to accomplish timely voluntary outage
reporting objectives asthey are developed. Additiondly, to ensure that outage
information is placed without delay into operationa channds, the NCC's FCC
ganding representative, in care of the Manager, NCC, should be copied on dl outage
reports sent to FCC headquarters. Reports should be sent to:

FCC Standing Representetive

Manager, NCSNCC

701 South Courthouse Road
Arlington, Virginia 22204-2199

5.2 Current Process Tak Team

The Task Team'sinvestigation reveded that the current reporting criteriaand data are
aufficient and effective for usein anadyzing outages and to develop recommendationsto
eiminate or mitigate the impact of Smilar outagesin the future. However, there are
concerns with the qudity of the data reported and the uniformity of reporting by carriers.
To thisend, the Current Process Task Team miakes the following suggestions

1) All cariersrequired to report magor network disruptions to the FCC should utilize the
“Guiddinesfor FCC Reportable Outages’ (Appendix D) to help identify Stuations
that have the potentid to be reportable to the FCC and to achieve grester industry
uniformity in interpreting reporting criteria



Focus Group 3 Subcommittee 2 Recommendation presented to
NRIC 1V 10/14/99

Carriersshould utilize the Network Reliability Steering Committee (NRSC)
Wiredine Outage Reporting Guiddines (Revised 1999) in compliance with Section
63.100. These guiddinesreflect updated reporting requirements affecting 30,000
customer threshold, Firerelated incidents, E911 and major airportslis. The
revised Guidelines also clarify who should report and under what conditions
reportingisrequired.

2) Toassd theindudry in gaining a better understanding of outages and their causes
and to provide grester uniformity of reporting among carriers, dl carriers are required
to report mgor network disruptions to the FCC. Carriers should use the “ Outage
Reporting Template’ (Appendix E) and “Ingructions for Completing Outage
Reporting Templae’ (Appendix F) for filing both ther Initid and Find Sarvice
Digruption reports.

Focus Group 3 Subcommittee 2 Recommendation presented to
NRIC 1V 10/14/99

A NRSC reporting template that providesajob aid for completing FCC Service
Disruption Reports should be utilized by industry segments currently reporting in
compliance with 63.100. Thistemplate should also be used by industry segments
that will report as part of the voluntary trial of outagereporting for CMRS,
satellite, cable, | SP and data networking service providers. Thetemplateis
available on the Alliance for Telecommunications Industry Solutions (ATIS) web
site.

3) Inorder to further sandardize the reporting methodology the NRSC may want to
undertake a thorough examination of the direct cause and root cause definitions
currently utilized for analysis of outages. This andyss would be for the purpose of
further darifying the definitions and developing additiond “causes’ and/or
eimination of “causes’.

4) In order to enhance the indugtry’ s ability for congstency in its reporting of outages,
the NRSC should take the necessary steps to make the Outage Reporting Template
electronicaly accessble viathe Internet.

5.3 Future Congderations Tak Team

5.3.1 Survey Results

Fgure 6: Indicates that dl respondents monitor service degradation/outages et her locdly,
on a centraized basis or both.
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Figure7: Indicates Access Network Elements that are monitored by respective industry
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Figure 8: Indicates additiond network eements thet are monitored by respective industry
segment
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Fgure 9: Displays the % of respondents who monitored for Equipment Falure, Power,
Site Environmentd, Overload, Fire, and Physical Access.
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Figure 10: Shows that 72% of respondents have Disaster Recovery Plansin place.

Emergency Disaster Recovery Plan

No
28%

72%

Figure 11: A Sgnificant amount of root cause andyd's was reported by respondents.
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Fgure 12: Displays the types of information sharing which occurs. Information on
sarvice degradation/outage is shared interndly and with vendors. Less sharing is done
with other companies and industry forums. This may be due to the strongly
competitive market and/or reative immeaturity of some industry segments.

Information Shared

Others in Own Company

Equipment Supplier

Other Companies

Industry Forums

0% 20% 40% 60% 80% 100%

OAll Most Severe O Other O None

Figure 13: 82% of respondents notified customer of service degradetion/outage.
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Fgureld: Indicates an information sharing opportunity for non-wirdine industry
segmentsthat are not familiar with NRC recommendation.

Familiar with the 1996 NRC Recommendations

Not Applicable
12%

Yes
20%

68%

5.3.2 Proposed Voluntary Trial of Outage Reporting

As determined by previous NRIC reports, information sharing among sarvice providers
within an industry can promote an improvement of services provided to business users
and consumers. For indusgtries not currently reporting outages, information sharing
within an industry and across industry segments may help identify common problems thet
may be best addressed by joint action.

Discussions were held with representatives (from service providers, manufacturers, and
trade associations) of CMRS, satellite, cable, 1SP and data networking service providers.
Supported by subject matter experts in the current outage reporting methodology, a
number of industry segment representatives identified the need for different
methodologiesfor defining the extent of outages and their impact on the public. In those
segments, neither “lines’ nor “blocked cals’ may be measurable quantities that
accurately relate to “customers’ affected by an outage.



Focus Group 3 Subcommittee 2 Recommendation presented to
NRIC 1V 10/14/99

A voluntary trial isrecommended with participation by service
providersof CMRS (Commercial Mobile Radio Services),
satellite, cable, data networking and Internet Service Providers
(1SPs) to alert NCS/INCC of outagesthat arelikdy to have
significant public impact.
Industry associations should provide an infor mational noticeto ther
member ship to inform them of the voluntary outage reporting trial and
encour age ther participation.
Analysis of the data from the voluntary trial should be done by a neutral party.
Thisanalyss should be smilar in scope to the analysis conducted on wireline
carrier segments.
At the completion of the voluntary trial period (minimum 1-year) an evaluation
of the effectiveness of the data for usefulnessto participants and the FCC should
be undertaken.
Data should be held confidential. A Freedom of Information Act (FOIA)
exemption may be needed in order to facilitate participation in the voluntary
trial.
A processfor reporting dataduring the voluntary trial, including what report
fields need to be populated and time framesfor filing reports has been addressed
and isincluded in thisreport.




Industry

"Alert Situation" Criteria Outage Examples

Segment
A system level failure affecting
CMRS Wireless wireless customer calls and Wireless Mobile Telephone
preventing new calls for 30 minutes or | Switching Office (MTSO) failure.
more.
Paging Switch isolated from PSTN.
A failure that would cause a loss of Failure of Head Ends (Class 5
Cable Telephon cable telephony service to 30,000 or switch, etc) which serves a
phony more customers for 30 minutes or minimum of 30,000 telephony
more. (reported through 63.100) customers.

A failure that would cause a loss of
ISPs service to a large number of
customers for 30 minutes or more.

A Domain Name Server (DNS)
failure.

A failure that causes loss of service to
Satellite 30,000 or more customers for 30 or
more minutes

LEO - Loss of multi customer
shared earth station.

GEO - Failure of transponders.

Data Networking A failure that causes a loss of service

Including Multiple Asychronous Transfer
Broadband 10 30,000 or more cu stomers for 30 or Mode (ATM) switch failures.
ACCESS more minutes.

The table above was devel oped to suggest examples of outage indicators that might be
used for reporting during the voluntary trid. The thresholds for reporting by industry
segment may need to be adjusted during the voluntary trid period to strike abaance
between too many reports that would result in undue reporting burden and too few reorts
that would provide insufficient data andyss

Thisvoluntary trid will be designed to baance consstency acrossindustry ssgments
with accurate representation of the impact of outages. Congstency will aso extend to
complementing current reporting required by 47 CFR 63.100.

To increase the synergy with reporting being developed to implement PDD 63, the
reports for industry segments not currently reporting outages will be provided to the
NCSNCC initsrole as an Information Sharing and Assessmert Center.

5.3.3 Outage Reporting

The subcommittee recommends the use of an initid outage report and find outage report
procedure for the voluntary trid, amilar to Wirdiine Outage Reporting Process outlined
in47 CFR 63.100. Theinitid outage report should be filed within 24 hours of the outage
in order to provide timey information to the NCS/NCC. Thiswill dlow NCSINCC to
identify potentid multi-gte and/or multi-operator outages that could be indicative of
neturd, accidentd, or ddiberate outages, some of which may then trigger further action
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under PDD 63. However, filing of theinitid outage report should not impact the
timeliness of restoring service.

Thefina outage report (within 30 days of theinitid outage report) should provide
comprehensive data on each outage. This datawill alow in depth analys's of the outages
smilar to the way that the NRSC performs andyss for outage reported under 47 CFR
63.100. The matrix below shows the recommended mandatory and optiond field to be
provided for the initid and find report.

LIST | CFR47 S63.100 Field Required
I.D. Ref. for Wireline Description Field
INITITAL REPORT
I-a (c)(d) carrier/service provider Required
I-b (b)) (d)(e)(9) contact person Required
I-c (b)(c)(d)(e)(9) telephone number of contact person Required
I-d (b)(c)(d)(e)(9) start date Required
I-e (b)(c)(d)(e)(9) start time of impact (local, including time zone) Required
I-f (b)(c)(d)(e)(9) geographic area affected (general) Optional
I-g (b)(c)(d)(e)(9) estimated number of customers affected Optional
I (b)(c)(d)(e)(9) apparent or known cause (high-level event description) Optional

Figure 15: Initial Voluntary Trial Report Information Fields

Thefollowing field definitions are based on what is currently utilized by the NRSC in its
andysis of outages.

Carrier/Service Provider: provide the name of the carrier or service provider filing
the outage report.

Contact Person: provide the name of the individua reporting the outage. This
should be the person who should be contacted to provide further information
concerning the outage.

Teephone Number of Contact Per son: provide the telephone number & which the
person above can be reached.

Sart date: provide the date when the outage started for the geographic area of the
outage. For outages that may span multiple time zones and have separate datesin
each time zone, select the date in the time zone estimated to be most affected. The
location of the outage may be different from location of the person reporting the
outage.

Start time of theimpact (local, including time zone): provide the time (locd time
at thelocation of the outage not the time at the reporting location) of the
commencement of outage (24-hour dock). In most cases both the physicd location




of the outage and the mgority of customers affected by the outage are in the same
time zone. However, Some outages have wide-ranging impacts and a times the
grestest customer impact may not be at the physica location of the outage. If thisis
the case, use the time zone of the geographic areamost affected.

Geographic Area Affected (general): provide the (primary) city and state impacted
by the outage. For outages with wide-ranging impact, descriptions such as
“Southwestern Texas’ or “Northeastern United States’ may be more appropriate and
descriptive.

Egtimated Number of Customer s Affected: provide the etimate at the time of the
initia outage report of the number of customers affected by the outage event.
Apparent or Known Cause (high-level event description): provide the best
edimate at the time of the initid outage report as to the gpparent or known cause(s) of
the outage event. Examples commercid power falure, fire, earthquake, cable cut,
software error, hardware failure, etc.

.D. Ref. for Wireline Description Field
FINAL REPORT
F-a (c)(d) carrier/service provider Required
F-b (b)(c)(d)(e)(g) _|contact person Required
F-c (b)(c)(d)(e)(Q) telephone number of contact person Required
F-d (b)(c)(d)(e)(@) [startdate Required
F-e (b)(c)(d)(e)(Q) start time of impact (local, including time zone) Required
F-f (b)(c)(d)(e)(9) geographic area affected (general) Required
F-g (b)(c)(d)(e)(9) estimated number of customers affected Required
F-h (b)(c)(d)(e)() types of services affected (if applicable) Required
F-I (b)(c)(d)(e)(q) duration of outage Required
F (b)(c)(d)(e)(Q) apparent or known cause (high-level event description) Required
F-k (b)(c)(d)(e)(9) name of equipment involved Optional
F (b)(c)(d)(e)(@) |typeofequipmentinvolved Optional
F-m (b)(c)(d)(e)(9) specific part of network affected Required
F-n (b)(c)(d)(e)(9) methods used to restore service Optional
F-o (b)(c)(d)(e)(Q) steps taken to prevent recurrences Required
F-p (b)(c)(d)(e)(9) root cause & trouble found Optional
F-q (b)(c)(d)(e)() applicable Best Practices Optional

Figure 16: Final Voluntary Trial Report Information Fidds

Final Report Information Fields are listed and described below.
Because greater understanding of the outage event islikely asthe find
report is prepared, information fields may change between theinitiad
report and final report.



Carrier/Service Provider: provide the name of the carrier or service provider filing
the outage report.

Contact Person: provide the name of theindividua reporting the outage. This
should be the person who should be contacted to provide further information
concerning the outage.

Telephone Number of Contact Per son: provide the telephone number & which the
person above can be reached. A fax number and e-mail address would also be helpful.
Sart date: provide the date when the outage sarted for the geographic area of the
outage. For outages that may span multiple time zones and have separate datesin
eachtime zone, select the date in the time zone estimated to be most affected. The
location of the outage may be different from the location of the person reporting the
outage.

Start time of theimpact (local, including time zone): provide the time (locd time
at the location of the outage not the time at the reporting location) of the
commencement of outage (24-hour clock). In most cases both the physica location

of the outage and the mgority of customers affected by the outage are in the same
time zone. However, some outages have wide-ranging impacts and a times the
greatest customer impact may not be at the physica location of the outage. If thisis
the case, use the time zone of the geographic area most affected.

Geographic Area Affected (general): provide the (primary) city and Sate impacted
by the outage. For outages with wide-ranging impact, descriptions such as
“Southwestern Texas’ or “Northeastern United States’ may be more gppropriate and
descriptive.

Egtimated Number of Customers Affected: providethe estimate a the time of the
find outage report of the number of customers affected by the outage event.
Additiond rules for identifying customers affected for the find report will be detailed
in aseparate document. Need to include details on document referenced.

Types of Services Affected (if applicable): provide ashort list of service(s) affected,
if the service provider has key didtinctions among different services offered. Among
the key digtinction to identify is accessto 911 Service. Additiond rulesfor

identifying the types of service affected will be detailed in a separate document.

Need to include details on document referenced.

Duration of Outage: provide the duration from the time of the outage gart until
ubgtantialy dl service is restored to the customers affected. Additiona rules for
identifying when “subgtantidly dl serviceisrestored” shdl be detalled in aseparate
document. Included will be rules governing how to identify restoration of some
sarvices to some customers during the period of the outage duration.

Need to include details on document referenced.

Apparent or Known Cause (high-level event description): provide the determined
cause(s) of the outage based on andysis of the data collected surrounding the eventt.
Examples. commercid power failure, fire, earthquake, cable cut, software error,
hardwarefailure, etc.

Name of Equipment Involved: provide the vendor name of the equipment involved
in the outage.

Type of Equipment Involved: provide the specific equipment (including release)
involved in the outage.
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Specific Part of Network Affected: eg., tandem switch, sgnaing network, centra
office power plant, outside plant cable, mobile switching center, etc.
Methods Used to Restore Service: provide achronologica narrative of the methods
used to restore sarvice, both “quick fix” and find. For example, this description
would include steps such as automatic systemn restoration, manua intervention
activities performed to restore service, (eg., replaced circuit pack, reboot software).
Steps Taken to Prevent Recurrence: describe what steps have or will be taken by
the carrier/service provider to implement, a both this location and throughout its
network(s) if appropriate, the corrective actions identified through its Root Cause
Andyssof thisincident. If atime frame for implementation exigts, it should be
provided. If no further action is required or planned, the carrier should so indicate.
Root Cause and Trouble Found: providethe direct and root causes of the event.
The direct cause is the action or procedure that triggered the incident. The root cause
isthe key problem, which once identified and corrected prevents the same or asimilar
problem from recurring. It is not uncommon that two or more problems may be
closdy linked and may require detalled investigetion. However, in any sngle
incident there should be only one root cause. Appendix F provides a comprenensve
list and description of direct and root cause categories currently used by the NRSC for
Wire Line Outage Reporting.
Applicable Best Practices: provide aliging and evauation of the effectivenessin
the immediate case of any “best practices’ or industry standards identified by the
Network Rdiability Council (NRC) successor Network Reiability and
Interoperability Council (NRIC) to diminate or ameliorate outages of the reported
type. Include any “best practices’ that were not used and that may have diminated
the outage or amdiorated the effects of the outage. Recommendations of the
NRC/NRIC may be found in:

“Network Religbility: A Report to the Nation”, June 1993

“Network Religbility: The Path Forward”, April 1996

“Network Interoperability: The Key to Competition”, July 1997

“NRIC IV Focus Group 3 Subcommittee 1 Report” December, 1999

Focus Group 3 Subcommittee 2 Recommendation presented to
NRIC IV 10/14/99

Industry communication of NRIC |V “Best Practices’ to CMRS, satellite, cable, | SP
and data networ king service providersisrecommended.

5.34 Industry Communication of Voluntary Trial




Industry communication to “non-traditiona” telecommunications ssgments to improve
awareness of the NRIC IV report and Part 63.100 requirements are outlined in this
section.

Industry associations can provide the following informationd meterid to “non-
traditiond” segments:

» A direct maling informationa notice with asummeary of the voluntary
outage reporting trid including the template.

»  NRIC IV Focus Group 3 Subcommittee 2 Report, induding areference to
the ATIS web page.

»  Information on infrastructure equipment user groups who can provide
expertise to “non+traditiona” telecommunications ssgments.

»  Informationd notice with asummary of the voluntary outage reporting trid,
including the template and a description of the implementation process.

535 “A New FCC for the 21* Century”

The Draft Strategic Plan for the New FCC for the 21 Century (released August 12,
1999) was reviewed during the latter gages of the activities of this subcommittee. This
subcommittee has not thoroughly reviewed the plan, but has found a number of sections
that imply that new approaches should be taken in the next millennium that may have
sgnificant impact on future indugtry activities. The goas and objectives of the Draft
Strategic Plan indude:

Create A Modd Agency for the Digital Age

Lead the way in the Information Age

Reorganize to creste an agency infrastructure conducive to convergence
Create afadter, flatter, more functiond agency

Preserve and increase the wedlth of knowledge and expertise of FCC staff

YV VVY

Promote Competition in All Communications Markets
Eliminate barriersto entry in domestic markets
Deregulate as competition develops
Enforce the rules so the businesses compete fairly
Promote competition in international communication markets

VVVY

Promote Opportunitiesfor All Americansto Benefit from the Communications

Revolution

» Ensure access for dl Americans to existing and future communications
services

» Promote opportunities to expand direct participation in existing and future
communications businesses

» Foger aconsumer friendly marketplace



Manage The Electromagnetic Spectrum (The Nation’s Airwaves) in the Public
Interest

» Create more efficient spectrum markets

» Increase the amount of spectrum available for use, particularly for new services.

The draft Strategic Plan further expands on point number 2 above:

Deregulate As Competition Develops

“Eliminating outdated rules will play an important role in accderating the trangtion to
fully competitive markets. Consumers ultimately pay the cost of unnecessary regulation.
Thus, one of our primary objectives must be to deregulate as competition develops, and
to subdtitute market-based gpproaches for direct regulation. In addition, we must resst
imposing legacy regulations on new technologies. Our god should be to deregulate the
old instead of regulating the new.”

Astechnology continuesto evolve, consumerswill increasingly have multiple pathsfor
communications. With technology convergence, telecommunications devices are
hendling a variety of tdlecom network inputs. For example, many paging units today
have an internet address aswell asaPSTN telephone number and can just as easily
receive a paging transmission from a welbased packet switched network asfrom a
location inthe PSTN. Likewise, many two-way pagers can tranamit acknowledgements
and/or originate messages completely independent of the PSTN. Wireless handsets will
increasingly be equipped to handle web-based gpplications and protocols.

In the context of recommending a voluntary trid, this committee urges a close review of
reporting processes with an eye toward diminating redundant or non-vaue added
reporting dements. Mindful that a competitive telecommunications market is the best
assurance of network rdiability, this Subcommittee recommends the voluntary reporting
results should be critically examined to asaure that the information obtained isrdevant in
argoidy changing and converging teecommunications environment.

Focus Group 3 Subcommittee 2 Recommendation presented to
NRIC IV 10/14/99

Astechnology continuesto evolve, consumerswill increasingly have multiple paths
for communications. This committee recommends continued review of reporting
processes with an eyeto eiminating redundant or non-value added reporting
requirements.  Check executive summary wording




Network Rdiability Interoperability Council 1V
Focus Group 3 Subcommittee 2

Data Analyssand Future Considerations Team
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Appendix G: NRIC IV Press Redease — November 9, 1999
NETWORK RELIABILITY AND INTEROPERABILITY COUNCIL

For Immediate Release Contact: John Pasqua
November 9, 1999 Chairman, NRIC Steering Committee
908-542-6401; <jpasgqua@att.com>

U.S. TELECOMMUNICATIONS INDUSTRY
VIRTUALLY COMPLETES YEAR 2000 READINESS

Washington, D.C. — November 9, 1999, — The U.S. Tdecommunications
Industry isvirtually complete with its Year 2000 remediation and implementation
programs and local and long distance services ar e expected to continueto function
on and after January 1, 2000.

Initslatest, public report to the Federal Communications Commission
(FCC), the Network Reliability and I nter operability Council (NRIC) IV announced
that, based on input from telecommunications companies acrossthe U.S,, 100
per cent of the switches, network elements and supporting softwar e syssemsin the
U.S. Public Switched Teephone Network (PSTN), owned by large, Local Exchange
Carriers(LECs) and large, long distance I nter-Exchange Carriers (1XCs), have
been made Y2K ready. While small- and mid-sized LECstrail their larger LEC
counterpartsin achieving Y 2K readiness, the NRIC reported that most of these
carriers should be compliant by the end of December 1999.

ASSESSMENT OF U.S. TELECOMMUNICATIONS
INDUSTRY

The NRIC cited arecent FCC survey of 1,061 small- and mid-sized carriers,
wher e 54 percent reported that they were Y2K ready at the end of June. Thereport
went on to say that by the end of September, 92 per cent of these carriers projected
they would be Y2K ready and more than 98 per cent expected to be Y2K ready by
the end of December. Other surveys, independent of the FCC, conducted by the
National Telephone Cooperative Association (NTCA) and the U.S. Department of
Agriculture/Rural Utility States (USDA/RUS) have also projected mor e than 98
percent Y2K readiness of these small- and mid-sized carriers by December 1999.

TheNRIC also reported that call processing should not be affected by the
century-date change based on extensiveindustry testing that has been accomplished.
According to the NRIC report, no significant inter oper ability testing gaps were
identified in Access and I nter-Exchange switches and signaling vendors. 1n addition,
the NRIC report stated that interoperability testing by major LECsand I XCshad
either been completed or was nearing completion and, in the process, no Y2K date-



changerelated anomalies had been encountered. Additional inter oper ability testing
between amgjor 1 XC and an Enhanced Service Provider, eg., SS7 provider for
small/mid-sized companies, isin progress.

The NRIC reported that therisk of failure of the domestic PSTN, dueto Y2K,
isminimal. Thereport did point out, however, that an estimated two million access
lines, which equatesto lessthan one per cent of the U.S. total accesslines, served by
small and mid-sized carriers, could be at risk, resulting in some service quality
degradation over time. The FCC isdeveloping a plan to assist these companies
achieve Y2K readiness.

ASSESSMENT OF NETWORK RELIABILITY

TheNRIC, with input from the Alliance for Telecommunications Industry
Solutions (ATIS) Network Reiability Steering Committee (NRSC), reported that there
were 47 outage incidents in the past quarter across the tdlecommunications network. The
report stated most failure categories were within control limits but that outage exceptions
were found in power, digitd cross connect systems and those for which the root cause
was procedurd errors. The NRIC report pointed out thet the industry is addressing these
exceptions through recently published NRSC Procedurd Errors recommendations
(wwwe.atis.org) and through “Power” best practices from NRIC's Focus Group 3's Best
Practices subcommittee. This subcommittee isdso reviewing, modifying and
supplementing the entire inventory of Best Practices to make them broadly gpplicable to
al segments of the td ecommunications and information indudtry.

In addition, the NRIC’s Data Analysis and Future Consderations
subcommittee developed guidelines and templates designed to remove ambiguities
and improve the quality of telecommunications outage reporting. The NRIC also
recommended a voluntary trial of at least one year, coordinated and conducted by
the National Coordinating Center for Telecommunications of the National
Communications Syssem (NCC/NCS), to develop guidelinesfor the reporting of
outages or incidents affecting telecommunications and information servicesthat are
currently not required to report outages.

ASSESSMENT OF INTERNATIONAL
TELECOMMUNICATIONSNETWORKS

Based on input from various public and private assessments over the past
guarter, the NRIC reported therisk profile of international traffic to and from the
United Stateson and after January 1, 2000 has continued to improve. With 90
percent of U.S. international traffic or atotal of 29B Minutes of I nternational
Telecom Traffic((MITT), to and from 53 countries, only 16 percent of that traffic
remains at high risk of some problemson or after January 1, 2000. SinceNRIC’s
July report, 21 percent of thisinternational traffic has moved from high and
medium risk to the low risk category resulting in a current total of 72 percent of this
international calling being reported aslow risk. Theremaining 10 percent of the



U.S. international trafficor 3B MITT isto and from 171 other countries. Seventy
percent of the traffic, however, istill in high risk.

The NRIC reported that additional testing had been completed under the
auspices of the International TelecommunicationsUnion (ITU) and ATIS, focused
on major international gateway switch vendor equipment and North American
service providers. No Y2K anomalies wer e found.

Therisk of international call failure between North America and other world

regionswas also reported as being minimal. Potential impacts, however, of Y2K to
international calling include:

Call set-up delay dueto network congestion in some foreign networks,;
Degradation of service quality over time due to non-compliant
components of some foreign networks.

The NRIC alsoreported that unpredictableinfrastructurefailuresin other
utility industries worldwide had the potential to adver sy impact
telecommunications networ ks both domestically and around the world.

ASSESSMENT OF NETWORK ACCESS

The NRIC report dso provided ingght on the readiness of cusomer premises
equipment (CPE) and systems that interface with the Public Switched
Teecommunications Network (PSTN). The NRIC reported that that are no mgor
problems or industry-wide issues that cannot be handled with planning, induding
emergency 911 cdl processing. The NRIC recommended that CPE suppliers and service
providers share the following information with customers, suppliers and didributors:

Communicate current Y2K satus of products,

Communicate availability of Y2K upgrades,

Make Y2K solutions available when needed,;

Sharetesting strategy/results;

Shar e contingency planswith both customers and supply chain;
Encourage distributorsto reach end users;

Share Y2K impact on non-compliant, legacy equipment.

The NRIC report went on to point out that end users must:

Becomeinformed about the CPE being used;
Inventory all systems;
Contact vendorsto establish compliance status;

Plan/budget for needed upgrades;
Follow supplier recommendations,

Deveop a contingency plan;
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Validate that your major vendors have such a plan;
Have emer gency phone numbersready in the event of a CPE
problem.

The NRIC also reported continuing improvement in the Y 2K readiness of
Public Safety Answering Positions (PSAPs), which are utilized by local gover nments
in responding to 911 calls.

In a survey, conducted by the National Emergency Number Association
(NENA) for the NRIC, it was determined that thereisatotal population of 4,300
PSAPs nationwide. The survey also determined that 99.7 percent of the 2,754
PSAPs, that responded to the NENA survey, would be Y2K ready by January 1,
2000. NENA will attempt to completeitsvendor survey with non-respondents
during thefourth quarter in an ongoing natification campaign with PSAP vendors
on the need for Y2K readiness.

ASSESSMENT OF INDUSTRY -WIDE CONTINGENCY PLANNING

Inits report, the NRIC dso reviewed contingency planning efforts acrossthe
telecommunications industry. The NCC/NCS will act asthe focal point for deta
collection (both from domestic and foreign sources) and natification, usng the NCC's
Y2K datdbase. Paticipantsin this contingency planning initiative indlude mgor LECs,
IXCs Industry Forums, ITU members and government agencies. Whenavailable, the
NCC will share information with the FCC and the Information Coordination Center
(1CC). At present, smdl and medium sized carriers do not have a viable approach for
participation in this contingency planning program and the U.S. Tdecommunications
Asocidion (USTA) is exploring the possibility of pogting informetion on its web Ste for
these carriers.

In conclusion, the NRIC reported that the U.S. telecommunicationsindustry
hastaken and continuesto take appropriate actionsto achieve Y 2K readinessin
advance of the century-change date and that the public switched telephone networ k
will continueto rdiably function, interoperate and inter connect on and after
January 1, 2000. Information regarding individual NRIC Focus Group
presentations will be posted on the NRIC web site (http:/Mmww.nric.org). Information
regarding other NRIC activities associated with general network reliability can be
found at http://Awww.dtisorg/atisnrsc/nrscinfo.htm
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Appendix H: NRIC V Pogt-Year 2000 Survey Cover Letter

ATsTl

i

A. John Pasqua Room 4DC107
ANS Program Management, Planning & Quality 900 Route 202/206N PO Box 752
Vice President Bedminster, NJ 07921-0000
AT&T Network Services 908-234-3400
Fax 908 234-4002
pasqua@att.com
07 July 2000
To Members of NRIC V,

As we end the mid-year point of the first year of the new millennium, we also
need to complete the analysis of the impact the date change may have had on
our individual networks. We have developed the attached brief questionnaire to
gather data across the industry. Please take a few moments to complete the
form and return it by 21 July 2000 to:

Susan Aira

AT&T Network Services

Room 290A-14 Annex Building
290 Davidson Avenue
Somerset, NJ 08873

If you wish to complete the questionnaire electronically, you will find it on the
NRIC Web site at http://www.nric.org/. Please e-mail the completed form to:

aira@ems.att.com

Your responses will be totally confidential. The results of this survey will be
consolidated and presented at the 23 August session of NRIC V.

Thank you in advance for your participation. Please feel free to call me if you
have any issues, questions, or concerns.

A. John Pasqua
NRIC V Focus Group 1



Appendix |: NRIC V Post-Year 2000 Survey

NETWORK RELIABILITY AND INTEROPERABILITY COUNCIL

POST YEAR 2000 DATA GATHERING

1. How many Y2K-related incidents did your company experience?
2. What was the duration of the incidents?
Average duration?
Range?
3. How many were domestic
versus international?
4. How many of the incidents were customer-affecting?

5. What business processes (e.g., provisioning, ordering, billing, etc.) were affected?

Fa \/

6. Have you incorporated Y2Kregression testing into your current o
processes (YES/NO)? o
e
* If yes, has this caused you any delays in delivering your
products/services (YES/NO)? < No

7. What is your company doing to follow up on Y2K-related temporary fixes (e.g., windowing)?

8. What other approaches have you taken to ensure that Y2K-related fixes are not
compromised?

9. What is the most valuable lesson learned from the Y2K program that could be applied to
other projects or programs?

10. What other benefits have resulted to your company from the Y2K program (e.g., updated
inventories, accelerated retirements of applications, etc.)?

If you are aware of any reports in your industry/segment that may capture overall results on Y2K-
related impacts, please list them below:

Thank vou for completina this auestionnair el




