DIGITAL CROSS-CONNECT SYSTEMS

Louis J. Scerbo
Executive Director - SONET/Transport Analysis
Bellcore
445 South Street, MRE 2K378
Morristown, NJ 07960-6438
(201) 829-3200
CONTENTS

1. Executive Summary ........................................ 1

2. Background .................................................. 2
   2.1 System Overview .................................. 2
      2.1.1 Cross Connect System Types ............. 3
      2.2 DCS as National Reliability Focus Area 3

3. DCS Focus Team ............................................. 3
   3.1 Focus Team Structure ................................ 4

4. Data Collection and Analysis Process ....................... 4
   4.1 Questionnaire Description .......................... 4
   4.2 Questionnaire Responses ............................ 5
      4.2.1 Users' Data ................................ 5
      4.2.2 Suppliers' Data ................................ 5
      4.2.3 Combined Data ................................ 5
   4.3 General Findings ...................................... 6
      4.3.1 Mean Time Between Outages (MTBO) .......... 6
      4.3.2 Outage Duration ................................ 6
      4.3.3 Outage Size .................................. 6
      4.3.4 Total Downtime/DCS/Yr ....................... 7
      4.3.5 First Indication of Trouble .................. 7
      4.3.6 Who Resolves the Problem? ................... 7
      4.3.7 Failures Correlate with Activity ............. 7
      4.3.8 Current Situation ............................. 7

5. Root Cause Analysis ......................................... 8
   5.1 Procedural Errors ................................... 8
      5.1.1 Lack of Awareness .............................. 8
      5.1.2 Lack of Centralized Support Organization 8
      5.1.3 Lack of Sufficient Documentation and Training 9
      5.1.4 Lack of Detailed Methods and Operating Procedures (MOP) 9
      5.1.5 Lack of Sufficient System Self Defensiveness 9
   5.2 Active Hardware ....................................... 9
      5.2.1 DS1 Hardware Outages .......................... 10
      5.2.2 DS3 Hardware Outages .......................... 10
      5.2.3 Total System Outages .......................... 10
      5.2.4 Comparison with Hardware Requirements 10
      5.2.5 Downtime of Control and Reconfiguration 10
   5.3 Software ................................................. 11
      5.3.1 Definition Phase .............................. 11
      5.3.2 Development Phase ............................. 11
      5.3.3 Verification Phase ............................ 11
   5.4 Passive Connecting Hardware ......................... 11

6. Countermeasures and 'best practices' ....................... 12
   6.1 OAM&P ................................................ 12
      6.1.1 Operational Philosophy and System Administration 12
      6.1.2 DCS Installation, Upgrade, Growth, and Maintenance Activities 13
6.1.3 Provisioning Activities ........................................ 13
6.1.4 OS and Management Systems .................................. 14
6.1.5 Support Organization .......................................... 15
6.1.6 Vendor Quality Management ................................. 16
6.1.7 Operations Measurements .................................... 16
6.1.8 Disaster Recovery ............................................. 16
6.2 Documentation and Training .................................... 17
6.2.1 Product Documentation ...................................... 17
6.2.2 Documentation Development Process ...................... 17
6.2.3 Distribution Channels/Timeliness of Availability ........ 18
6.2.4 OAM&P Documentation ....................................... 18
6.2.5 Human Factors Considerations ............................ 19
6.2.6 Product Training ............................................. 19
6.2.7 Training Development Process ............................. 19
6.2.8 Organization/Timeliness of Availability .................. 19
6.2.9 OAM&P Training ............................................. 20
6.2.10 Training for Remote OAM&P ............................. 20
6.2.11 Methods of Procedure (MOPs) ............................ 20
6.2.12 Training Criteria for DCS ................................. 20
6.3 Software .......................................................... 21
6.3.1 Software Countermeasures ................................. 21
6.3.2 Software Recommendations ................................ 22
6.4 Hardware .......................................................... 26
6.4.1 Matrix, Controller and Disk Drive Failures .............. 26
6.4.2 Controller Failures ........................................... 26
6.4.3 Passive Connecting Hardware Failures .................... 27
6.4.4 In-Service Reliability Requirements ..................... 27
6.5 Network Applications ............................................ 27
7. Measuring Improvements ......................................... 28
8. Path Forward ........................................................ 28
9. Conclusion .......................................................... 28
10. Acknowledgements ............................................... 29
11. References ........................................................ 29
LIST OF FIGURES

1. A Generic DCS Model
2. DCS Focus Team Supporting Staff
3. DCS Reliability Subgroups
4. Distribution of DCS's by User Company
5. Total DS1s and DS3s (User Reports)
6. Failures per Month
7. Duration of Outages
8. Outages Affecting More Than 500 Equivalent DS1's
9. Equivalent DS1 Downtime by Outage Size
10. First Indication of Trouble
11. Trouble Resolution
12. Trouble Resolution by Service Impact
13. Failures by Day of Week
14. Failures by Hour of Day
15. Root Causes of DCS Failures (Loss of Service)
16. Root Causes of DCS Failures (Loss of Reconfigurability)
17. Root Causes of DCS Failures (Loss of Alarm Visibility)
18. Root Causes of DCS Failures (Loss of Protection)
19. Root Causes of DCS Failures (Loss of Communication with Processor)
20. Root Causes of All Procedural Outages
21. Root Causes of Small Procedural Outages
22. Root Causes of Medium Procedural Outages
23. Root Causes of Large Procedural Outages
24. Root Cause of DS1 Downtime
25. Impact of DCS Failures
26. Current Situation - Software Process
27. Fault Density vs Time
28. Fault Fix History (Cumulative Faults)
29. Fault Fix History (Unfixed Faults)
30. Field Performance