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1. Introduction
1.1 Overview 
Focus Group 4 of the Federal Communications Commission’s (FCC)  Network Reliability and Interoperability Council (NRIC) V is tasked with assessing and improving interoperability among data networks, including Internet providers. 

There are several forms of interoperability, including interoperability of equipment within a single provider network, and interoperability related to the interconnection between provider networks. The former is primarily addressed by protocol standards and by a variety of testing efforts. This report will focus on the latter

This report deals with interconnection between Internet Service Providers. The report describes the various interconnection arrangements, which are presently in use in the Internet, and identifies some areas that affect interoperability and reliability. This report is limited to best effort Internet Protocol (IP) services. The aim is to serve as a framework for ongoing efforts, and to explain the related issues.

There are numerous aspects to interoperability among Internet networks, including:

· Routing aspects of ISP interconnection;

· Administrative and economic aspects of interconnection;

· The performance and scalability of Internet interconnections; and

· The robustness and security of Internet interconnections.

This report seeks to identify the most important issues and exposures in each of these three main areas, and strives to identify opportunities to address or mitigate these risks.  Where a solution is not readily apparent, we suggest directions for future research and investigation.

There are other aspects of interconnection between ISPs, such as operational coordination of issues such as security and quality of service, which focus group 4 is not currently working on. 

Few mediums have grown as quickly as the Internet, or continue to change as rapidly. We expect and acknowledge that the practices we describe and document will change over time. It is therefore likely that the issues addressed in this report will need to be revisited in the future.

1.2 Terminology

1.2.1 Acronyms

AADS

Ameritech Advanced Data Services

AS

Autonomous System

BGP

Border Gateway Protocol

CDN

Content Distribution Network

CIDR

Classless Inter-Domain Routing

CoS

Class of Service

DNS

Domain Name Service 

DoS

Denial of Service

FCC

Federal Communications Commission

FG4

Focus Group 4 of NRIC

FOIA

Freedom Of Information Act

IGP

Internal Gateway Protocol

IOPS

Internet OPerations Group

IP

Internet Protocol

IS-IS

Intermediate-System to Intermediate-System routing protocol

ISP

Internet Service Provider

ISP-ISAC
Internet Service Provider - Industry Sector Advisory Committee

IT-ISAC
Information Technology - Industry Sector Advisory Committee

MAE

Metropolitan Area Ethernet/Exchange.

MPLS

Multi-Protocol Label Switching

NAP

Network Access Point

NOC

Network Operations Center

NRIC

Network Reliability and Interoperability Council

OSPF

Open Shortest Path First routing protocol

PoP

Point of Presence 

SKA

Sender Keep All

TCP

Transmission Control Protocol

1.2.2 Terminology

Autonomous System

A group of routers under a single administration. See





section 2.2. 

Bilateral Settlements

An arrangement in which each provider invoices the 





originating end user, and then financial settlements are 





made between providers to offset originating call 





imbalances. 

Half-circuit settlements
An arrangement in which two providers each pay part





of the cost of a circuit between the providers (e.g., each 





pays the cost of the half-circuit from its end to the other 





end). 

Hot Potato Routing

Same as Shortest Exit Routing. 

Internal Gateway Protocol
The protocol used within an autonomous system. 

Internet


The global interconnected set of IP networks. 

Internet Service Provider
An organization which offers Internet IP connectivity 





services to customers.

Paid Peering


A form of peering in which one party pays the other, in 





order to offset perceived differences in cost or value 





received.

Peering


An agreement between ISPs to carry traffic for each other 





and for their respective customers. See section 2.5. 
Peering policies 

The decision criteria that a provider applies in deciding 





with whom they will peer.

Sender Keep All

An arrangement in which each provider invoices the 





originating end user, but no financial settlement is made 





between providers. 

Shortest Exit Routing
 
A form of inter-domain routing in which a packet destined





for a neighboring ISP is sent via the nearest interconnect 





to that ISP. See section 2.2.

Transit



An agreement where an ISP agrees to carry traffic on 





behalf of another ISP or end user. In most cases transit will 





include an obligation to carry traffic to third parties. See 





section 2.5. 

2. Background

2.1 Basic Data Connectivity in the Internet  

An Internet Service Provider (ISP) is defined to be an organization, company, or business entity which is offering IP packet connectivity as part of the public Internet. An Internet service provider might optionally also offer other services such as dial-up IP services, Domain Name Service (DNS), voice over IP, or traditional voice and circuit services, or may also be a content aggregator or content service provider that bundles content with IP transport. These other services make use of IP packet connectivity. This report focuses on basic IP packet connectivity. 
The current Internet is supported by a very large number (at least thousands) of ISPs. ISPs range in size from very small (as small as serving an individual building) to very large (global). It is common for an IP packet, in its path from source to destination over the Internet, to traverse multiple ISPs. It is therefore necessary for ISPs to cooperate in the provision of Internet connectivity services. For example, it is necessary for ISPs to negotiate agreements to achieve connectivity between these various IP networks.
Typically, today in the Internet, the interface between IP service providers offers basic datagram IP interconnection, and supports only best effort IP traffic. In other words, today class-of-service (CoS) support is typically not offered across multiple ISPs.


In the future ISPs may provide additional services, such as two or more classes of service and/or MultiProtocol Label Switching (MPLS). There might also be a need to support these types of services between providers. These issues are outside of the scope of this paper. Application level interconnection, such as the operation of DNS between providers, is similarly outside of the scope of this paper. 

2.2 Overview of Routing in the Internet

Routing in the Internet is generally divided into internal routing and external routing. 

Internal routing refers to routing within an Autonomous System (AS), where an AS might be a service provider network, or a contiguous and well-connected part of an ISP network. In most cases either “Intermediate-System to Intermediate-System” (IS-IS) [1] or “Open Shortest Path First” (OSPF) [2] are used as the Internal Gateway Protocol (IGP) within an AS. These protocols provide dynamic routing within a network, and can be used to support certain types of traffic engineering (such as balancing of traffic flows within a network). However, IS-IS and OPSF do not support complex policy-based routing such as is needed between service providers. 

Routing between ASs makes use of “Border Gateway Protocol version 4” (BGP) [3]. BGP supports a wide range of administrative, engineering, and architectural policies which may affect choice of routes, and also has been shown through operational experience to scale to support a very large Internet with more than 100,000 routes. 

In many cases ISPs use shortest exit routing (also known as "hot potato" routing). With shortest exit routing, a packet which is to be forwarded via a neighboring ISP is sent via the nearest interconnect to that ISP, without concern for where in the neighboring ISP the destination is actually connected. In other words, the packet will use the interconnect closest to the point where the packet enters the first ISP.

Consider two ISPs which span the same geographic area, and which are interconnected in multiple locations. Figure 1 shows an example of two backbone ISPs, which are interconnected in four locations. 


Figure 1: Illustration of Shortest Exit Routing

Consider a packet originating in service provider ISPx (served by Backbone ISP1), for a destination in service provider ISPy (served by Backbone ISP2). ISPx forwards the packet to its backbone service provider, which is ISP1. ISP1 then does a normal route lookup, and finds that the destination is served by Backbone ISP2. ISP1 then forwards the packet to ISP2. With shortest exit routing, ISP1 will use the closest connection to ISP2, as illustrated in figure 1. ISP2 then forwards the packet on to ISPy.

In this example, the ISP whose customer is originating the packet (ISP1) needs to forward the packet for only a short distance. The ISP whose customer is receiving the packet needs to forward the packet for a greater distance. This is a common occurrence when shortest exit routing is used. 

If both ISPs use shortest exit routing, the paths that the packets take will not be the same in both directions, even between the same two end points. 

2.3 Asymmetric Traffic Load

A significant percentage of the traffic in the Internet goes between web users (i.e., personal computers and workstations) and web servers. In general the volume of traffic from web user to web server is relatively small (consisting of requests for content), and the volume of traffic from web server to web user is relatively large (consisting of the content itself). 

This implies that in many cases a particular user of the Internet may originate an exchange of data, for example by using their personal computer or workstation to query a web server. However, the system which initiates the exchange is typically the source of only a small percentage of the total traffic, while the web server which is offering a service is typically the source of the bulk of the traffic. 

Where shortest exit routing is used between ISPs with a similar geographic footprint, this means that the amount of traffic is different in each direction, which may cause one ISP to incur more cost than the other.

In general some ISPs may be primarily offering services to residential customers, others may primarily offer services to web servers, others may primarily offer services to business, while still other ISPs may offer services to a mix of customers. An ISP’s customer ratio will have an effect on the symmetry or asymmetry of its traffic flows. 

Traffic flows between countries are affected by availability and cost of transport as well as by a host of factors that influence where content is located. For example, flows of data between countries or between continents may be asymmetric due to a relatively higher concentration of web servers in some countries and a relatively lower concentration in other countries. These effects imply that traffic flows may in some cases be highly asymmetric. In many cases where there is asymmetric traffic flow between two countries, the bulk of the traffic may be initiated by requests by users in one country, even though the bulk of the bits are originated in the other country. 

2.4 Public versus Private Interconnect

Public interconnection points  [such as Metropolitan Area Exchange(MAE)-East, MAE-West and the Ameritech Advanced Data Services (AADS) Network Access Point (NAP)] allow multiple ISPs to interconnect at one physical location. This allows an ISP to provision one circuit to one location, and yet obtain connectivity with multiple ISPs. This is therefore the most efficient means of interconnection when two ISPs have a relatively low amount of traffic to exchange. 

In some cases it is possible for two service providers to have so much traffic to exchange that it is more efficient for them to interconnect directly. Typically this requires provisioning direct circuits between providers (which can in some cases be in the same building), and each provider dedicates a router port to the interconnection. 

For the interconnection of any two ISPs, there is a tradeoff between the use of more connections versus the use of faster connections to achieve higher bandwidth. As an example, consider two ISPs that span the U.S. If they were to interconnect only on the east coast, then traffic originating at one ISP on the west coast, for a destination at the other ISP on the west coast, would have to traverse each service provider's network in order to reach the interconnection point. It is therefore useful for ISPs with a common geographic range to interconnect at multiple points. However, in general a higher speed connection costs less than multiple lower speed connections. Also, one higher speed interconnection implies less total network management effort when compared to multiple lower speed interconnections. Therefore the number and location of interconnection points is generally based on economic and other tradeoffs.

2.5 Service Provider Interconnection: Peering and Transit  

Interconnection in the Internet is effected in many cases through one of two arrangements: peering and transit. Note that combinations of these arrangements and more complex arrangements may also be used, as discussed later in this paper. 

Peering is an agreement between ISPs to carry traffic for each other and for their respective customers. Peering does not include the obligation to carry traffic to third parties. Peering is usually a bilateral business and technical arrangement, where two providers agree to accept traffic from one another, and from one another’s customers (and thus from their customers’ customers). 

Peering, as used in this document, refers to a relationship between service providers. The term “peer”, as used in this context should not be confused with the use of the same term to describe a relationship between two routers. For example, two routers which directly exchange BGP packets are referred to (in other documents) as “BGP Peers”. 

Transit is an agreement where an ISP agrees to carry traffic on behalf of another ISP or end user. In most cases transit will include an obligation to carry traffic to third parties. Transit is usually a bilateral business and technical arrangement, where one provider (the transit provider) agrees to carry traffic to third parties on behalf of another provider or an end user (the customer).  In most cases, the transit provider carries traffic to and from its other customers, and to and from every destination on the Internet, as part of the transit arrangement.  In a transit agreement, the ISP often also provides ancillary services, such as Service Level Agreements, installation support, local telecom provisioning, and Network Operations Center (NOC) support.

Peering thus offers a provider access only to a single provider’s customers. Transit, by contrast, usually provides access at a predictable price to the entire Internet.

Historically, peering has often been done on a bill-and-keep basis, without cash payments. Peering where there is no explicit exchange of money between parties, and where each party supports part of the cost of the interconnect, may be referred to as shared-cost peering. Shared-cost peering is typically used where both parties perceive a roughly equal exchange of value. Peering therefore is fundamentally a barter relationship.

In some cases peering might be desired, but there might be an understanding that the parties would not receive roughly equal value. In such a case paid peering may be used. Paid peering is an agreement whereby ISPs agree to carry traffic for each other and for their respective customers, but with some payment involved in order to offset perceived differences in value received and/or cost. 

The large number of ISPs worldwide implies that it is not feasible for every ISP to interconnect with every other ISP. Any-to-any interconnection of ten thousand ISPs would require some fifty million connections – which is not technically feasible. 

There are significant equipment, circuit and management costs of interconnection. Even in an environment where there is a perception of equal value for a particular interconnection, this value might not be enough to justify the cost of the interconnection. Any given ISP therefore will not choose to peer with every other ISP on a shared-cost basis. 

Instead ISPs make conscious decisions as to which providers they will peer with, and under what business terms. In the United States, the decision to peer, or to decline to peer, is driven by competitive market forces, rather than by government regulation. Moreover, there is no legal obligation to disclose these decisions or these terms. 

An ISP’s criteria for deciding the ISPs with which it will peer are outlined in a peering policy.  As noted above, peering is negotiated based on market forces and will result when it is mutually beneficial to two ISPs.  Thus, the criteria contained in peering policies are metrics for determining mutuality of benefit. 

2.6 Flexible Interconnection
ISPs are at the same time intense competitors but are driven to cooperate and collaborate in order to provide the universal connectivity needed and demanded by their customers. Differences among networks in location, coverage, customer mix, customer size, loyalty of installed base, service offerings, network quality, cost and market structure complicate the mutual assessment of peering versus transit. Typically, ISPs develop interconnection strategies to address two main points: cost and performance.  

ISPs may have different peering models due to geographical network footprint or customer base, etc. ISPs tend to peer with ISPs of a similar scale (as this often allows for a perceived rough equality of value). Smaller ISPs may have limited peering with larger ISPs and generally attain connectivity to the global Internet through transit service from their upstream transit provider(s). It may be that a large ISP may purchase transit from another large ISP in order to attain connectivity outside of its own network footprint.  For example, a large North American ISP may enter into a transit relationship with another North American ISP because this other ISP also has a network presence in Europe or Asia.

In such a case an ISP may have both a peering relationship and a transit relationship with another ISP.  ISP A may peer with ISP B in the United States, for locations in the United States.  Simultaneously ISP A may buy transit from ISP B for locations in Europe or Asia.  Depending upon the geographic reach of ISP A, and depending upon the business relationships, the actual exchange of routing information and data destined for locations in Europe or Asia might take place either in the US, or overseas. Consider the scenario in which each network maintains or separately contracts for their own inter-continental links. In this case the two ISPs may only announce the US-based customers to one another in North America.  In Europe, ISP B may announce ISP A’s European routes to both ISP B customer and peers.

The majority of ISPs purchase transit from other ISPs, even in case of ISPs that have global networks.  For example, a global ISP that has a network in the U.S., Europe and Asia may purchase transit from an Asian ISP that has a more expansive Asian network than its own.

ISPs’ percentage of connectivity obtained by transit vs. peering may vary greatly depending on the particular interconnection model. Generally speaking, the larger the ISP the larger percentage of its traffic will be transported through peering connections as opposed to transit. This is mainly due to the fact that a larger ISP’s network will physically reach more locations, implying that the larger ISPs have the ability to peer in more locations than smaller ISPs.

No single ISP owns a network that reaches all points of the global Internet.  Therefore, in some cases ISPs may choose to buy transit from another ISP rather than build a network to reach a specific part of the globe.  This is typically due to the opportunity cost of building a network vs. outsourcing (buying transit).  This model may apply to the smallest ISP as well as to the largest of global ISPs. An ISP’s particular interconnection model therefore will reflect a “buy vs. build” decision:  an ISP may either incur the cost of building its own network and thereby position itself to barter for interconnection (i.e., peering), or it can effectively “rent” other ISPs’ networks by buying transit.

Interconnection strategies are therefore largely constructed on a case-by-case basis. They reflect the wide variety of business models: wholesale transit vs retail, transport ISPs vs web-centric ISPs, hub ISPs vs backbone ISPs vs access ISPs, commodity vs Quality of Service (QoS) ISPs, Content Distribution Networks (CDN) vs content-peering networks, QoS aggregators, and others. 

Different business arrangements have evolved depending on the type of ISP. For example: Two peering transport ISPs with similar traffic profiles may split the costs of bilateral circuit connections. However, in some cases transport ISPs may make use of a different relationship with ISPs specializing in content hosting. ISPs may exchange traffic using a 'longest exit' (as opposed to a 'shortest exit') of traffic that is traveling from the transport ISP to the hosting ISP. The term “cold potato” routing is sometimes used to refer to this form of interconnection. This of course affects which ISP takes on the cost of carrying traffic long-haul, which may in turn affect the payment structure which is agreed between ISPs. 

Interconnection strategies also reflect the patterns of industry evolution that have varied in different countries and regions. The pace of telecommunications liberalization, and varying patterns of regional development and international transit costs, have shaped the interconnection in each country and region. 

It has been suggested that the complexity evident in actual interconnection agreements imply that it would be difficult or impossible to write a regulation that addresses the rich forms of agreement that exist between providers. There is a wide range of interconnection agreements in place. These exist as efficient market responses that a pair of providers find mutually beneficial.  

3. Quality of Interconnections 

3.1 Performance and Scalability

The overall Internet service can only be as good as the quality of the interconnection between ISPs. It is important that the interconnection between ISPs scale in terms of bandwidth, number of ISPs interconnected, and for efficient Internet-wide routing and management. 

In the past traffic congestion at public interconnection points has been a problem, resulting in traffic loss. This has been improved considerably through migration of public interconnection points to relatively faster network technologies and due to the greater use of private peering. 

3.2 Robustness and Security

ISPs’ networks are at risk due to a range of hazards, ranging from equipment and link failures, power outages, natural disasters, mis-configuration, and intentional attacks. 

These intentional attacks include Denial of Service (DoS) and virus attacks. Network attacks such as the Code Red worm are a serious concern to ISPs.
In general, directly connected ISPs will need to cooperate in fault detection. For example, if a customer from one ISP is having trouble interconnecting with a customer of another ISP, then both ISPs may need to get involved in determining whether the problem is within one ISP's network, within the other ISP's network, or at the interconnection point. Similarly ISPs may need to cooperate in management of inter-domain routing between the ISPs.

Due to the interconnected nature of the Internet, it is important that ISPs share information to respond to such attacks. Operational issues relating to DoS attacks and other network security threats may be addressed in organizations that are established for the exchange of information among and between industry participants and government.  However, information sharing has legal implications related to the Freedom of Information Act (FOIA) and antitrust laws.  Various stakeholders are working to identify and develop the best forum in which ISPs and government can share operational information related to risks and threats from network attacks while maintaining the confidentiality of sensitive information and protecting ISPs from legal liability. 

3.3 Tools for Measuring Interconnections

There is a need for tools to measure performance and reliability. Here there is a need to make a distinction between (i) application end to end performance; (ii) IP end to end performance; (iii) performance within an ISP; and (iv) performance at the interconnection point. Optimizing performance at each interconnection point is a small but essential part of optimizing overall performance. 

The ability to measure performance, including interconnect performance, is required in order to solve overall performance issues in the Internet. Where any performance problem occurs, there may be many locations which could in principle be the bottleneck causing the problem. It is important to be able to isolate where this bottleneck occurs. 

Commonly used measurement tools tend to look at end to end performance, without isolating where the bottleneck is. Additional work is needed to develop better tools for measuring performance and to isolate bottlenecks. 

4. Potential Issues

4.1 Publishing Interconnection Guidelines
In the United States, the decision to connect, how to connect, or to decline to connect, is driven by competitive market forces, rather than by government regulation. Because of the competitive nature of these arrangements, there is no legal obligation to disclose these decisions, terms, or to whom one connects.  Decisions about which connection arrangement; peering, paid peering, or transit, or a hybrid arrangement, are determined by the competitive conditions of the market. Peering and transit are established pursuant to contracts between the parties. These contracts are usually treated as confidential business information. 

However, many would argue that the conditions under which providers are willing to enter into discussions regarding such contracts need not, and perhaps should not, be treated as confidential information.

There are many players in the worldwide Internet, and a common understanding of frequently used practices, processes, and procedures is desirable to foster smooth and efficient operation of processes necessary for the operation of the Internet. In general, when a process is carried out in private, it is difficult for others to fully understand the process. A lack of openness can lead to perceptions of lack of fairness in the process, particularly in the absence of competitive options.

Over the past year, several of the largest ISPs in the United States have voluntarily chosen to openly publish the basis on which they decide with whom they will enter into discussions about peering on a shared cost basis. In the opinion of NRIC V, this has been a positive development, both for U.S. industry and for the global Internet community. It has significantly enhanced transparency of process in the industry.

In publishing peering policies, ISPs seek to:

· Increase transparency of process;

· Increase efficiency of process;

· Demonstrate that U.S. industry practices are neither discriminatory nor exclusionary; and

· Allay concerns of domestic and overseas providers and the public.

For these reasons, NRIC V, Focus Group 4 (FG4) has encouraged service providers, and especially the large "backbone" Internet providers, to consider, consistent with their business practices, publication of their criteria for entering discussions about peering.

Some participants have expressed a concern that the process of publishing peering criteria would itself result in a harshening of peering criteria. Because of the complexity in evaluating the costs and benefits of interconnections, guidelines may fail to capture all relevant market factors. If published guidelines are considered as contractual obligations, ISPs could be tempted to publish unnecessarily harsh guidelines. It is certainly not the intent of FG4 to recommend a policy that would cause a change in peering criteria. Rather, our purpose is to support publishing peering policies as an important part of ensuring efficient operation of the Internet.  

This paper does not take a position on the content of the peering requirements posted by any particular ISP. Some ISPs feel that certain peering practices are exclusionary, others do not agree. However, publication of an ISP’s peering policies opens these policies to public scrutiny and debate, arguably making unreasonable or exclusionary policies less likely. 

4.2 Issues to be Considered 

In general it may be necessary for a service provider to limit the number of other networks with which it peers, and/or to ensure that peering arrangements are mutually beneficial and of sufficient value to justify the cost of peering. Internet providers do not and can not peer with all other Internet providers. This is because peering requires expenditure of resources, including human resources, use of equipment, and network bandwidth. Such resources are constrained in most cases. For this reason ISPs make conscious decisions as to with which providers they will peer, and under what business terms. In the United States, the decision to peer, or to decline to peer, is driven by market forces, rather than by government regulation.

For example, peering requires some coordination between ISPs, which in turn implies human resources to perform the coordination. Network management is needed, for example for configuration of BGP policies, and for fault isolation, detection, and correction. 

Private peering requires that local circuits be configured (and paid for) between the peering ISPs. Routers must also be provided and configured. 

Adding additional peers at public peering points is relatively less expensive for low or moderate bandwidth interconnection. For example, if a new provider wished to peer at a public peering point, then only that one provider will need to provision a circuit to the peering point, other existing providers will already have circuits to that peering point. However, addition of a new peer at a public peering point still requires management of BGP policies. If the aggregate traffic level increases sufficiently, then other providers may need to increase circuit capacity, or the network capacity at the peering point may need to be increased. Also, ISPs who directly exchange a large volume of traffic may find that it is more efficient to use private peering with circuits and routers dedicated to the exchange of data. 

There is a potential problem if certain backbone ISPs fail to interconnect either by peering or transit. In principle, this could result in a loss of full connectivity in the Internet. Full connectivity between any two ISPs requires that the two ISPs either peer directly, that one of them obtains transit from the other, or that at least one of them obtains transit service from a third ISP. Up to now this problem has been resolved or avoided by business pressures: Any ISP which fails to offer full internet connectivity will receive considerable pressure from its customers, and up to now this pressure has been sufficient to motivate ISPs to provide full connectivity. Competition will force ISPs to interconnect, either directly or indirectly. ISPs are driven by market forces to have interconnection agreements (whether via shared cost peering, paid peering, or transit service) to serve their end users. 

In some cases changes in inter-domain routing may take a while to stabilize in the Internet. For example, there are cases where routing dynamics have taken as long as several minutes to converge. One option for improving convergence times is to limit the path length between any two providers. However, note that reducing all paths to 2 hops would require that all ISPs peer with all other ISPs, which is technically infeasible. There is a trade-off here between convergence time versus the overhead of peering (e.g., number of interconnections and amount of network management needed). 

The Internet primarily uses topology-based addressing [4], in which a customer who receives Internet connectivity from a provider also receives its address allocation from that provider. This use of topological addressing is important to limit the growth in the number of prefixes visible in top-level IP routing. This in turn implies that an ISP that does a poor job in aggregating addresses may be straining the entire Internet inter-domain routing system. However, there is in general difficulty in agreeing on the definition of "poor job" and there is also difficulty in agreeing what should be done to address this issue. Also, there are reasons to avoid aggregation in some cases, such as where a customer is attached to multiple service providers ("multi-homing") and to optimize routes to some customers ("traffic engineering"). Thus, there are engineering trade-offs in address aggregation decisions. 

4.3 Examples of Criteria
No two networks are exactly the same. However, in order for the Internet to operate, all of  the IP service providers worldwide must be interconnected in some fashion. At some level every ISP needs to have a method or criteria to determine which other ISPs it will connect as peers, and which ones should connect as customers.  

Each ISP has the right to define its own peering criteria. The goal of this section is not to judge whether these criteria are correct, but rather to provider examples of criteria that may optionally be used, and to educate others on why these criteria exist.

A motivation affecting the design of peering criteria is to ensure a reasonable and fair allocation of cost to each party, and a mutuality of benefit shared between the peering parties. ISPs may want to keep this goal in mind in developing peering criteria, and in evaluating the degree to which these criteria apply in any particular case. 

Some ISPs use their peering criteria as guidelines only, and peering criteria may change over time. The amount of flexibility employed when evaluating conformance with peering criteria may also change due, for example, to concerns about regulatory issues. However, it may be undesirable for criteria to be applied too harshly, since interconnection in some form (whether direct or indirect) is needed for full Internet connectivity

. 

4.3.1 Geographic Coverage

One of the most common criteria for peering is similar geographic coverage.  The basis  for this is that it costs more resources to build a national or global network then it does to build and maintain a regional network.  Many ISPs feel that regional and national ISPs should not be considered peers because the national ISP incurs a greater expense to build out its network. As an example, a nationwide network may have to carry its customer traffic an average of 500 route miles, while a regional network may only have to carry the traffic an average of 100 miles. Geographic coverage therefore serves as a measure of whether there would be a reasonably balanced benefit to the two ISPs in entering into a peering relationship.

The relative importance of geographic coverage may change over time. For example, the relative cost of using 1000 miles of fiber along an existing right of way, versus the cost of laying 10 miles of fiber within a congested city, may change with advances in technology. Advances in optical technology may reduce the cost of the former, while advances in wireless technology may provider an alternative to the latter. Relative costs may change based on technological advances which are difficult or impossible to predict. 

Geographic coverage may be used to represent costs other than just circuit costs. For example, a geographically limited regional network might operate a single Point of Presence (PoP). A national or international network might have PoPs in many major cities across a wide geographic range. 

ISPs with a larger geographic footprint also have a larger potential customer base. This may represent an advantage which offsets the greater cost of maintaining the larger geographic footprint. 

4.3.2 Proximity of Exchange Points

In some cases an ISP will require peering connections to be built in specific geographic areas.  This serves to reduce the cost of exchanging traffic and is also useful to balance traffic loads.  This requirement may in some cases also double as a geographic coverage requirement.

In many cases it is in the best interest of both parties to peer in geographically dispersed locations.  Fewer connections cause an increase in the consumption of long-haul bandwidth, and more connections consume more local loops.  Both extremes can cause a significant waste of resources.  As an example of why the location of peering may be of importance: Two nationwide  ISPs connecting only on the east coast will consume significant resources hauling their west coast customer traffic to the east coast.  

Some ISPs will modify this requirement to consider geographic differences, such as for peering for some specific routes for ISPs located on different continents.  For example some US providers may agree to announce US routes to Asian ISPs (and receive Asian routes) without requiring an east coast peering location, and may announce US routes to European ISPs (and receive European routes) without requiring a west coast peering location. 

4.3.3 Minimum Capacity Requirements

The requirement for a specific geographic coverage can sometimes be coupled with the requirement of the peer ISP's backbone being able to maintain a certain link capacity.  One reason for this requirement is that it costs more to run a higher capacity backbone. Also, before agreeing to a peering relationship, an ISP wants to ensure that its peer will have sufficient capacity to carry the first ISP’s traffic in a manner that satisfies its customers’ expectations. In many cases the capacity requirements may vary from region to region with the most restrictive requirements in areas where more capability is typically available and lower requirements in other areas.  

4.3.4 Symmetry of Traffic Exchange

Some ISPs require that the traffic exchanged between networks must be roughly balanced in order to peer. For example the traffic sent from one ISP to the other must be comparable to the traffic received. Since most ISPs use shortest exit routing, it usually costs less resources to produce a bit then it does to consume a bit.  Thus if one ISP sends significantly more traffic to another ISP than it receives, it probably costs it less to peer.  This situation may arise from an ISP focusing on a certain niche market (like hosting, or access).  

Note however, that web traffic tends to be highly asymmetric, with the traffic flows from web server to client much greater than flows from client to server. An ISP which supports multiple popular web services will therefore tend to generate more bits of data than one which supports primarily home users or other web customers. Also where ISPs have highly different geographic coverage, the asymmetric cost of carrying traffic might be more balanced. The reasons for asymmetry in IP traffic may therefore need to be taken into consideration in some cases. 

4.3.5 Minimum Traffic Loads

Most private peering guidelines have a minimum traffic load requirement. This tends to go hand-in-hand with private peering, since for small or moderate traffic loads it costs more to establish a direct peering connection than to add another peer at a  public peering site.  The goal of these requirements is to make sure that there will be enough value in the exchange of traffic to warrant the cost of interconnection, including the peering circuit as well as equipment and network management costs.  

4.3.6 Reliable Network Support

Almost all ISPs require that a peer have a 24x7 NOC.  The Internet has not evolved to the point where every ISP can completely protect themselves from accidental or malicious acts by their peers or from attacks launched through a peer.  The requirement of a 24x7 NOC ensures that if something does happen it can be rectified quickly.  The requirement to enable loose source routing of packets is sometimes included to enable the operators and engineers of that network to be able to track the return path of their traffic. In principle ISPs might also make some requirement with respect to the experience level or capabilities of their peers, although this could be difficult to quantify. 

4.3.7 Reasonable Address Aggregation

The efficiency of overall inter-domain routing in the Internet requires that some care be used in the assignment of addresses (in order to limit the size of the overall Internet routing tables). However, note that a core ISP which does a good job of address allocation is aiding its peers more than it is helping itself – each ISP has to maintain separate routes to its own customers in its internal routing, regardless of whether it can aggregate these routes for advertisement to other ISPs. 

An ISP might therefore require reasonable address aggregation as a criteria for peering. Alternatively, an ISP might limit which routes it is willing to accept from its peers. 

5. Summary

This white paper deals with interconnection between Internet Service Providers (ISPs). The report describes the various interconnection arrangements which are presently in use in the Internet, and identifies some areas that affect interoperability and reliability. It is noted that there is a wide range of interconnection agreements in place, which exist as efficient market responses to the requirements of maintaining the operational Internet. The white paper also lists some of the issues that ISPs take into consideration when they decide what type of interconnection is appropriate with other ISPs and notes that the Internet is evolving continuously in a manner that is constrained by market forces and technical feasibility. This report is limited to best effort Internet Protocol (IP) services.

The white paper notes that interconnection strategies also reflect the patterns of industry evolution that have varied in different countries and regions and notes that the pace of telecommunications liberalization, and varying patterns of regional development and international transit costs, have shaped the interconnection in each country and region. 

The white paper concludes by encouraging ISPs, and especially the large "backbone" ISPs, to consider, consistent with their business practices, publication of their criteria for entering discussions about peering.  Publishing peering policies will increase the transparency and the efficiency of the process, demonstrate that U.S. industry practices are neither discriminatory nor exclusionary, and allay concerns of domestic and overseas providers and the public.
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